
2010 · Volume 35 · Issue 4

edItor-In-ChIef
Jürgen U. Keller, Siegen

edItors
Efstathios E. Michaelides, San Antonio
Wolfgang Muschik, Berlin

edItorIal adVIsory Board
Bjarne Andresen, Copenhagen
Adrian Bejan, Durham
Dieter Brüggemann, Bayreuth
Rainer Buchholz, Erlangen
Friedrich Dinkelacker, Hannover
Duong D. Do, Brisbane
Leopoldo S. García-Colín, Iztapalapa
Manfred Groll, Stuttgart
Joachim Gross, Stuttgart
Karl-Heinz Hoffmann, Chemnitz
Serafim Kalliadasis, London
Signe Kjelstrup, Trondheim
Georgy Lebon, Liège
Gérard A. Maugin, Paris
Christina Papenfuss, Berlin
Robert B. Raffa, Philadelphia
Miguel Rubi, Barcelona

Stephan Scholl, Braunschweig
Annie Steinchen, Marseille
Urs von Stockar, Lausanne
Jozsef Verhás, Budapest
Roland Winter, Dortmund
Muhammad H. Zaman, Austin

honorary Board
Boye Ahlborn, Vancouver
Dick Bedeaux, Leiden
Ronald Fox, Atlanta
Natalya Kizilova, Kharkov
Wolfgang Kollmann, Davis
Jacques Ricard, Paris
Stanislaw Sieniutycz, Warsaw
Manuel G. Velarde, Madrid

Journal of  
non-equIlIBrIum 
thermodynamICs



orIgInal PaPers

L. Restuccia
on a thermodynamic theory for magnetic relaxation phenomena due to
n microscopic phenomena described by n internal variables 379

U. von Stockar
Biothermodynamics of live cells: a tool for biotechnology and
biochemical engineering 415



J. Non-Equilib. Thermodyn. 35 (2010), 379–413
DOI 10.1515/JNETDY.2010.023 © de Gruyter 2010

On a thermodynamic theory
for magnetic relaxation phenomena

due to n microscopic phenomena
described by n internal variables

Liliana Restuccia

Abstract

In this paper a theory for magnetic relaxation phenomena developed in the
framework of thermodynamics of irreversible processes (TIP) with internal
variables by G. A. Kluitenberg (G.A.K.) and the author is reviewed. Analo-
gies and correlations with thermodynamic theories with internal variables
for mechanical distortional phenomena and dielectric relaxation pheno-
mena, derived, respectively, by G. A. K., and by G. A. K. and the author,
following the same procedure, are put forward as evidence. It is assumed
that if n different types of irreversible microscopic phenomena give rise to
magnetic relaxation, it is possible to describe these microscopic phenomena
splitting the total specific magnetization in nC1 parts and introducing n of
these partial specific magnetizations as internal variables in the thermody-
namic state space. The phenomenological equations are formulated in the
anisotropic and isotropic cases. Finally, linearizing the equations of state,
generalizations of the Snoek equation for magnetic relaxation phenomena
are obtained by eliminating the internal variables. Some results obtained in
the paper are new.

1 Introduction

This review article deals with a synthetic presentation and a critical revi-
sion of some results derived in [1], where a theory for magnetic after-effects
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380 L. Restuccia

phenomena in continuous media was developed by G. A. Kluitenberg and
the author, in the framework of TIP with internal variables [2–7]. Analogies
and correlations with the TIP theories with internal variables for mecha-
nical distortional phenomena and dielectric relaxation phenomena derived,
following the same procedure, by G. A. K. and by G. A. K. and the author,
respectively, in [8] and [9], are put forward as evidence. In [1], it was shown
that if n different types of microscopic phenomena give rise to magnetic
relaxation, it is possible to describe these microscopic phenomena by in-
troducing nmacroscopic axial vectorial internal variables in the expression
of the entropy. It was demonstrated that these n axial vector fields can be
considered as n contributions to the total specific magnetization m so that
this axial vector can be split in nC 1 parts m.0/ and m.k/ .k D 1; : : : ; n/,
i.e.,

m D m.0/ C

nX

kD1

m.k/; (1)

where m.0/ and m.k/ .k D 1; : : : ; n/ have irreversible character. When the
equilibrium magnetic field B.eq/ equals the magnetic field B, which occurs
in Maxwell’s equations, m.0/ becomes the reversible contribution of m and
the partial specific magnetizations m.1/;m.2/; : : : ;m.n/ are the irreversible
parts of it. The phenomenological equations connected with irreversible
changes in the magnetization and the generalized laws of Ohm, Fourier,
and Newton were formulated in the anisotropic and isotropic cases. Using a
suitable form for the specific free energy f , the equations of state were lin-
earized and generalizations of the Snoek equation for magnetic relaxation
phenomena were obtained by eliminating the internal variables. This the-
ory generalizes some results obtained by G. A. Kluitenberg when there exist
only n D 2 microscopic phenomena. In particular, in [10] G. A. Kluiten-
berg developed a thermodynamic theory for some types of dielectric and
magnetic relaxation phenomena, by assuming that a polar and an axial vec-
tor field occur as “hidden” internal thermodynamic degrees of freedom in-
fluencing the polarization and the magnetization, respectively. The Snoek
equation for magnetic after-effects [11] and Debye’s theory for dielectric
relaxation phenomena in polar fluids [12] were obtained as special cases
of this theory. In [13], it was shown that if there is a hidden vectorial in-
ternal variable Z, influencing the total magnetization M, this leads to the
possibility to write the total magnetization in the form

M DM.0/ CM.1/; (2)
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where M.0/ is proportional to the magnetic field B and is the reversible part
of M. M.1/ is a function of Z only and may replace Z as internal vari-
able. M.1/ is connected with magnetic after-effects and it is the irreversible
part of M. M.1/ is a measurable quantity in contradistinction to an arbi-
trary “hidden” internal vectorial degree of freedom, being not measurable
in general. Furthermore, it was shown that the theory (with M.1/ as inter-
nal variable) becomes formally completely analogous to the Snoek theory
if the equations of state are linearized, obtaining the magnetic relaxation
equation in the form

�
.0/

.BM/
BC

dB
dt
D �

.0/

.MB/
MC �.1/

.MB/

dM
dt

; (3)

where �.0/
.BM/

, �.0/
.MB/

, and �.1/
.MB/

are constant quantities.
In [14] the theory developed in [10] and [13] is generalized and a diffe-

rent formulation is given by assuming that both partial magnetizations M.0/

and M.1/ are irreversible parts of M. In the linear approximation, by elim-
inating the internal variable, for isotropic media the following magnetic
relaxation equation is derived:

�
.0/

.BM/
BC

dB
dt
D �

.0/

.MB/
MC �.1/

.MB/

dM
dt
C �

.2/

.MB/

d 2M
dt2

; (4)

where �.0/
.BM/

and �.k/
.MB/

.k D 0; 1; 2/ are constant.
Finally, in [1] assuming that n different types of microscopic phenomena

give rise to magnetic relaxation, n specific partial magnetizations are intro-
duced in the entropy as internal variables. In the isotropic case the magnetic
relaxation equation generalizing the Snoek equation has the form of a lin-
ear relation among the magnetic field B, the first n time derivatives of this
field, the total magnetization M, and the first nC 1 time derivatives of M,

�
.0/

.BM/
BC �.1/

.BM/

dB
dt
C � � � C �

.n�1/

.BM/

dn�1B
dtn�1

C
dnB
dtn

D �
.0/

.MB/
MC �.1/

.MB/

dM
dt
C � � � C �

.n/

.MB/

dnM
dtn

C �
.nC1/

.MB/

dnC1M
dtnC1

; (5)

where n is the number of phenomena that give rise to the magnetization and
�
.k/

.BM/
.k D 0; 1; : : : ; n � 1/ and �.k/

.MB/
.k D 0; 1; : : : ; nC 1/ are constant

quantities. In particular, they are algebraic functions of the coefficients oc-
curring in the phenomenological equations and in the equations of state.
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Furthermore, the magnetic relaxation relation (5) has the same mathemat-
ical structure of a stress–strain relation for mechanical distortional pheno-
mena in isotropic media, derived in 1968 by G. A. Kluitenberg in [8], in
the frame of TIP, using the same procedure. Assuming that n microscopic
phenomena give rise to inelastic strains (for instance, slip, dislocations,
etc.), it is possible to describe these microscopic phenomena splitting the
total strain tensor �˛ˇ in n C 1 parts �.0/

˛ˇ
and �.k/

˛ˇ
.k D 1; : : : ; n/ and

introducing the n partial strain tensors �.k/
˛ˇ

.k D 1; : : : ; n/ as tensorial
internal variables in the expression of the entropy.
�
.0/

˛ˇ
and �.k/

˛ˇ
.k D 1; : : : ; n/ have irreversible character. The following

stress–strain relation is obtained

R
.�/

.d/0
Q�˛ˇ CR

.�/

.d/1

d Q�˛ˇ

dt
C � � � CR

.�/

.d/n�1

dn�1 Q�˛ˇ

dtn�1
C
dn Q�˛ˇ

dtn

D R
.�/

.d/0
Q�˛ˇ CR

.�/

.d/1

d Q�˛ˇ

dt
C � � � CR

.�/

.d/n

dn Q�˛ˇ

dtn
CR

.�/

.d/nC1

dnC1 Q�˛ˇ

dtnC1
;

(6)

where R.�/
.d/m

.m D 0; 1; : : : ; n � 1/ and R.�/
.d/m

.m D 0; 1; : : : ; nC 1/ are
constant quantities. In particular, they are algebraic functions of the coeffi-
cients occurring in the phenomenological equations and in the equations of
state and n is the number of phenomena that give rise to inelastic strains.
In Eq. (49) Q�˛ˇ is the deviator of the mechanical stress tensor and Q�˛ˇ is the
deviator of the tensor of total strain.

Also, we notice that Eq. (5) has the same mathematical structure of a
dielectric relaxation equation, obtained by the author and G. A. Kluiten-
berg in 1987. In fact, in [9] a thermodynamic theory for dielectric relax-
ation phenomena was developed, assuming that n arbitrary microscopic
phenomena give rise to the total polarization vector and that it is possible
to describe the contributions of these microscopic phenomena introducing
n partial polarization vectors as n macroscopic vectorial internal variables
in the expression of the entropy. This dielectric relaxation equation is a
generalization of Debye’s equation and it has the following form in the
isotropic case:

�
.0/

.EP/
EC �.1/

.EP/

dE
dt
C � � � C �

.n�1/

.EP/

dn�1E
dtn�1

C
dnE
dtn

D �
.0/

.PE/
PC �.1/

.PE/

dP
dt
C � � � C �

.n/

.PE/

dnP
dtn
C �

.nC1/

.PE/

dnC1P
dtnC1

: (7)
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Here E and P are the electric field strength and the polarization vector, re-
spectively, and �.k/

.EP/
.k D 0; 1; : : : ; n � 1/ and �.k/

.PE/
.k D 0; 1; : : : ; nC 1/

are constant quantities, algebraic functions of the coefficients occurring in
the phenomenological equations and in the equations of state, and n is the
number of phenomena that give rise to the total polarization vector.

The theory for relaxation of magnetic phenomena developed in [1], as
usually in TIP, is a linear theory. We consider very small deviations with
respect to thermodynamic equilibrium states and all the equations con-
sidered (Maxwell’s equations, balance equations, phenomenological equa-
tions, and constitutive relations) have to be considered in perturbation
around the same thermodynamic equilibrium state [15]. Furthermore, by
virtue of the introduction of internal variables in the thermodynamic state
space, i.e., among the independent variables, we obtain a system of balance
equations that, together with the constitutive relations, in several cases,
forms a hyperbolic system of partial differential equations giving finite
speeds of disturbances. Such finite velocity of propagation of physical
fields is very important in technical applications. In forthcoming papers
discontinuity waves and asymptotic waves will be studied in the case of
magnetizable bodies with relaxation discussed in this contribution. In [16–
19] nonlinear wave propagations were studied in the case of mechanical
media with relaxation, using the constitutive relation (6) in special physical
situations. The type of relaxation relations obtained in [1] for the magneti-
zation are used nowadays by theoretical mechanicians, applied physicists,
and electronic engineers to study magnetic after-effects in magnetizable
complex media in a lot of physical situations. We hope that such a syn-
thetic approach to the magnetic relaxation phenomena in continuous media
contributes to a better understanding of the correlations and differences that
exist among the various theories at our disposal in a subject in full devel-
opment.

In [1], it was shown that if n different types of microscopic phenomena
give rise to magnetic relaxation, it is possible to describe these micro-
scopic phenomena introducing n partial specific magnetizations as inter-
nal variables. This is the case of complex media where different kinds
of molecules, some of them contributing to the total magnetization, have
different magnetic susceptibilities and relaxation times. These physical si-
tuations arise for instance in nuclear magnetic resonance in medicine and
biology, where several different molecules (of water, of proteins, etc.) pres-
ent particular magnetic relaxation phenomena. In [20–23] G. A. Maugin
gives a continuous description of the magnetization field in a deformable
crystal below its magnetic phase-transition temperature Tcr , assuming that
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the magnetization field per unit mass is the vectorial resultant of the sum
of n partial magnetization fields given by the magnetic sublattices, arising
from n different ionic species, defined per unit mass and having spectro-
scopic splitting factors g˛ and gyromagnetic ratio

�˛ D
g˛e

2m0c
(e: electronic charge; m0: rest mass of the electron; c: light velocity in

vacuo, ˛ D 1; 2; : : : ; n). In accordance with microscopic considerations,
a spin density per unit mass is associated with each partial magnetization
per unit mass via a gyromagnetic relation, where on the left-hand side there
is the spin density and on the right hand there is the partial magnetization
density multiplied by .�˛/�1. The total spin intrinsic momentum per unit
mass is thus given by the vectorial resultant of the sum of n partial spin
densities. Following Maugin, n interactions arise between each magnetic
sublattice and the material continuum, i.e., the crystal lattice, called spin–
lattice interactions, and having dimensions of magnetic fields. This fact
yields the notions of magnetic anisotropy (since each magnetic interaction
is linked to the orientation of the relative corresponding partial magnetiza-
tion density with respect to the crystal lattice). In [20–23] it was shown
that magnetic interactions also account for the intra- and intermagnetic-
sublattice interactions due to the spatial inhomogeneities in the fields of
the n partial density magnetizations. These interactions are represented
by tensors of order two and describe the short-range spin-interactions (not
symmetric fields). The continuum theory for magnetizable bodies deve-
loped by Maugin gives an explanation to internal mechanisms in magneti-
zable bodies with internal variables. In [20–23] the basic ingredients of the
approach are: the principle of virtual power, the first and the second princi-
ple of thermodynamics in global form, Maxwell’s equations, the deduction
of phenomenological and theoretical constitutive equations, starting from
well-accepted facts of microphysics. The model, used for the description
of the magnetic properties, is the multimagnetic-sublattice model initiated
by Néel. For the essentials of the theory the reader is referred to several
monographs and reviews [24–30]. Following Maugin [20–23] it is still
possible to consider a so-called first-order-gradient theory that takes into
account exchange and superexchange mechanisms arising among neigh-
boring spins within the same sublattice and among spins of different ionic
species. The fact that the gradients of the magnetization, when introduced
as independent variables in the energy density, give a phenomenological
description of exchange (Heisenberg) forces among neighboring spins, has
been known starting with the pioneering work of Landau and Lifshitz [31].
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2 Governing equations for magnetizable media with
relaxation phenomena

In [1], in the framework of the classical irreversible thermodynamics with
internal variables, a model was developed for magnetizable media with re-
laxation phenomena. In this section we present a critical revision of some
results derived in it. The standard Cartesian tensor notation in a rectangular
coordinate system was used and the equations governing the behavior of
such media were considered in a current configuration Kt : In the Galilean
approximation and for deformations and rotations of the medium which are
small from a kinematical point of view, all the processes occurring in the
considered bodies are governed by the following laws (see [6, 32, 33]):

Maxwell’s equations for magnetizable media:

rot H �
1

c

@E
@t
D
1

c
J.el/; rot EC

1

c

@B
@t
D 0; div E D �.el/; div B D 0;

(8)
where E;B, and H denote the electric field, the magnetic induction, and the
magnetic displacement, respectively, and J.el/ and �.el/ are the density of the
electric current and the electric charge density, which satisfy the following
law of conservation:

@�.el/

@t
D �div J.el/: (9)

Furthermore, we define the magnetization vector M and the magnetiza-
tion per unit volume m, called specific magnetization, respectively, by

M D B �H; m D vM; (10)

where v is the specific volume and it is defined by v D ��1, with � the
density mass of the body.

The law of conservation of mass:

@�

@t
D �div �v; or �

@v

@t
D div v: (11)

The equation of motion of a magnetizable medium in an electromagnetic
field is given by [10]

�
dv
dt
D div�C�.el/EC

1

c
J.el/�BC.grad B/�M�

1

c

d

dt
.M�E/C�F; (12)

where d=dt is the material derivative, v is the velocity field defined by
v D du

dt
, with u the displacement field, � is the stress tensor and F is the

volume force per unit of mass.
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The first law of thermodynamics may be written in the form

�
du

dt
D �div J.q/ C �˛ˇ

d�˛ˇ

dt
C J.el/ � EC �B �

dm
dt
; (13)

where u is the specific internal energy (the energy per unit of mass), J.q/ is
the heat flow, and the strain tensor �˛ˇ is defined by

�˛ˇ D
1

2

�
@u˛

@xˇ
C
@uˇ

@x˛

�
;

i.e., it is the symmetric part of the gradient of the displacement field.
Assuming that n different types of microscopic phenomena give rise to

magnetic relaxation, let us suppose that the total specific magnetization
vector is additively composed of nC 1 parts m D m.0/ C

Pn
kD1 m.k/ and

we introduce n partial specific magnetizations as internal variables in the
state space C :

C D C.u; �˛ˇ ;m;m.1/; : : : ;m.n//:

Following the general philosophy of TIP (see [34–39]), dissipative fluxes,
gradients, and time derivative of the physical fields are not included in
the state space. But, by virtue of the introduction of internal variables in
the state space of the independent variables, we obtain a system of bal-
ance equations that together with the constitutive relations in several cases,
forms a hyperbolic system of partial differential equations giving finite
speeds of disturbances (see [16–19], where nonlinear wave propagations
were studied in the case of mechanical media with relaxation, using the
constitutive relation (6) in special physical situations). Now, let us assume
that the specific entropy (the entropy per unit of mass) is a constitutive
function of the state space C :

s D s.u; �˛ˇ ;m;m.1/; : : : ;m.n//: (14)

We shall define the temperature T , the tensor field � .eq/
˛ˇ

, and the axial vector

fields B.eq/ and B.k/ .k D 1; 2; : : : ; n/ by

T �1 D
@

@u
s.u; �˛ˇ ;m;m.1/; : : : ;m.n//; (15)

�
.eq/
˛ˇ
D ��T

@

@�˛ˇ
s.u; �˛ˇ ;m;m.1/; : : : ;m.n//; (16)

B.eq/ D �T
@

@m
s.u; �˛ˇ ;m;m.1/; : : : ;m.n//; (17)

B.k/ D T
@

@m.k/
s.u; �˛ˇ ;m;m.1/; : : : ;m.n//; .k D 1; 2; : : : ; n/: (18)
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In Eqs. (15)–(18) T is the equilibrium temperature (the absolute tempera-
ture), which is the inverse of the partial derivative of the entropy with re-
spect to specific internal energy, at strain tensor, specific magnetization, and
the partial specific magnetizations m.k/ constant. Analogous definitions are
valid for the equilibrium stress tensor � .eq/

˛ˇ
, the equilibrium magnetic field

B.eq/ and B.k/ (which represent the vectorial thermodynamic affinities con-
jugate to the internal variables m.k/; .k D 1; 2; : : : ; n//. Calculating the
differential of the expression of the entropy (14) in a point of the thermo-
dynamical phase space (see [40–42]) in thermodynamic equilibrium and
corresponding to a local position x in a current configuration Kt , by virtue
of the definitions (15)–(18) we obtain the following Gibbs relation:

Tds D du � v�
.eq/
˛ˇ
d�˛ˇ � B.eq/ � dmC

nX

kD1

B.k/ � dm.k/: (19)

Now, from Eq. (19) it follows that the time derivative of the entropy (14) in
the point x in thermodynamic equilibrium in Kt has the form

T
ds

dt
D
du

dt
� v�

.eq/
˛ˇ

d�˛ˇ

dt
� B.eq/ �

dm
dt
C

nX

kD1

B.k/ �
dm.k/

dt
: (20)

From Eq. (20) it is possible to derive the expression for the time derivative
of the specific internal energy in the above defined point x, and comparing
the obtained expression with Eq. (13), we obtain for the entropy balance
the following equation valid for small deviations from the thermodynamic
equilibrium state defined above:

�
ds

dt
D �div .T �1J.q//C � .s/; (21)

where � .s/ is the entropy production per unit volume and per unit time
given by

� .s/ D T �1
�
�
.vi/
˛ˇ

d�˛ˇ

dt
C J.q/ � X.q/ C J.el/ � E

C �B.ir/ �
dm
dt
C �

nX

kD1

B.k/ �
dm.k/

dt

�
: (22)

In Eq. (22) the viscous stress tensor � .vi/
˛ˇ

, the irreversible magnetic field

Bir/, and the field X.q/ are defined, respectively, by

�
.vi/
˛ˇ
D �˛ˇ � �

.eq/
˛ˇ
; B.ir/ D B � B.eq/; X.q/ D �T �1gradT: (23)
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The theory for relaxation magnetizable phenomena developed in [1] is a lin-
ear theory. The deviations with respect to the thermodynamic equilibrium
states are very small, and all the equations considered (Maxwell’s equa-
tions, balance equations, rate equations, phenomenological equations, con-
stitutive relations) have to be considered in “pertubation” around the same
thermodynamic equilibrium state [15]. If we assume that the specific en-
tropy is a constitutive function of the state space C D C.u; �˛ˇ ;m.0/;m.1/;

: : : ;m.n//,

s D s.u; �˛ˇ ;m.0/;m.1/; : : : ;m.n//; (24)

in Eq. (21) � .s/ assumes the following form:

� .s/ D T �1
�
�
.vi/
˛ˇ

d�˛ˇ

dt
C J.q/ � X.q/ C J.el/ � E

C �B.ir/ �
dm.0/

dt
C �

nX

kD1

.B.k/ C B.ir// �
dm.k/

dt

�
: (25)

It is seen from Eq. (25) that if the magnetic field B of Maxwell’s equations
equals the equilibrium magnetic field B.eq/;B.ir/ vanishes (see Eq. (23)2),
the vectors m.k/ (k D 1; 2; : : : ; n) only contribute to the entropy produc-
tion, and changes in m.0/ become reversible. m.0/ is an irreversible part of
the total magnetization vector only when the magnetizable medium is not
in a thermodynamic equilibrium state. Furthermore, if m D m.0/, there are
no internal variables m.k/ (k D 1; 2; : : : ; n) and one obtains for � .s/ the
expression derived by De Groot–Mazur [6].

These two cases will be discussed in Section 8 of this paper. It is seen
from Eq. (22) that the entropy production is a sum of terms, where each
term is the inner product of two vectors or two second-order tensors of
which one is a flux and the other is the thermodynamic force or “affinity”
conjugate to the flux. According the usual procedure of non equilibrium
thermodynamics (see [4, 6, 7]), by virtue of expression (22) for the entropy
production, we have the following phenomenological equations, in which
the irreversible flows are linear functions of the thermodynamic forces [1]:

B.ir/˛ D �L
.0;0/

.M/˛ˇ

dmˇ

dt
C

nX

kD1

L
.0;k/

.M/˛ˇ
B
.k/

ˇ
C L

.0;el/

.M/˛ˇ
Eˇ

C L
.0;q/

.M/˛ˇ
X
.q/

ˇ
C L

.0;vi/

.M/˛ˇ�

d�ˇ�

dt
; (26)
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�
dm

.j /
˛

dt
D �L

.j;0/

.M/˛ˇ

dmˇ

dt
C

nX

kD1

L
.j;k/

.M/˛ˇ
B
.k/

ˇ
C L

.j;el/

.M/˛ˇ
Eˇ

C L
.j;q/

.M/˛ˇ
X
.q/

ˇ
C L

.j;vi/

.M/˛ˇ�

d�ˇ�

dt
.j D 1; 2; : : : ; n/; (27)

J .el/
˛ D �L

.el;0/

.M/˛ˇ

dmˇ

dt
C

nX

kD1

L
.el;k/
.M/˛ˇ

B
.k/

ˇ
C L

.el,el/
˛ˇ

Eˇ

C L
.el;q/
˛ˇ

X
.q/

ˇ
C L

.el,vi/
˛ˇ�

d�ˇ�

dt
; (28)

J .q/˛ D �L
.q;0/

.M/˛ˇ

dmˇ

dt
C

nX

kD1

L
.q;k/

.M/˛ˇ
B
.k/

ˇ
C L

.q;el/
˛ˇ

Eˇ

C L
.q;q/

˛ˇ
X
.q/

ˇ
C L

.q;vi/

˛ˇ�

d�ˇ�

dt
; (29)

�
.vi/
˛ˇ
D �L

.vi;0/

.M/˛ˇ�

dm�

dt
C

nX

kD1

L
.vi;k/
.M/˛ˇ�

B.k/� C L
.vi,el/
˛ˇ�

E�

C L
.vi;q/
˛ˇ�

X .q/
� C L

.vi,vi/
˛ˇ��

d���

dt
: (30)

Equations (26) and (27) are the phenomenological equations for the irre-
versible process of magnetic relaxation. Equations (28), (29), and (30)
represent the generalizations of Ohm’s law, Fourier’s law, and Newton’s
law, respectively. Equations (26)–(30) satisfy the objectivity and the frame
indifference principles [43–45]. Furthermore, in Eqs. (26) and (27) (for
instance), the third, the fourth, and the fifth terms on the right-hand side
describe the cross effects among electric conduction, heat conduction, me-
chanical viscosity, and magnetic relaxation. The quantitiesL.0;0/

.M/˛ˇ
;L
.0;k/

.M/˛ˇ
;

.k D 1; 2; : : : ; n/; etc., which occur in the above equations, are constant
phenomenological tensors (axial or polar), according to the fact that this
theory is a linear theory valid for small deviations from equilibrium states.
For instance L.vi,vi/

˛ˇ��
is the viscosity tensor of order four, L.q;q/

˛ˇ
is the ten-

sor of heat conductivity of order two, L.0;el/
.M/˛ˇ

and L.0;q/
.M/˛ˇ

are tensors of
order two connected with the influence of the electric conduction and the
heat flow on the magnetic relaxation, respectively. From experiments [46]
it is possible to know the values of these phenomenological coefficients.
By virtue of the symmetry of �˛ˇ from Eq. (16) it follows that also � .eq/

˛ˇ
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is a symmetric tensor. Moreover, if we suppose that the mechanical stress
tensor �˛ˇ , which occurs in the first law of thermodynamics and in the equa-
tion of motion, is symmetric, it is seen from Eq. (23)1 that also the viscous
stress tensor � .vi/

˛ˇ
is a symmetric tensor. Therefore, one may choose the

phenomenological tensors so that

L
.0;vi/
.M/˛ˇ�

D L
.0;vi/
.M/˛�ˇ

; L
.vi;0/
.M/˛ˇ�

D L
.vi;0/
.M/ˇ˛�

; (31)

L
.j;vi/
.M/˛ˇ�

D L
.j;vi/
.M/˛�ˇ

; L
.vi;j /
.M/˛ˇ�

D L
.vi;j /
.M/ˇ˛�

.j D 1; 2; : : : ; n/; (32)

L
.el;vi/
˛ˇ�
D L

.el;vi/
˛�ˇ

; L
.vi;el/
˛ˇ�
D L

.vi;el/
ˇ˛�

; L
.q;vi/
˛ˇ�
D L

.q;vi/
˛�ˇ

; (33)

L
.vi;vi/
˛ˇ��

D L
.vi;vi/
ˇ˛��

D L
.vi;vi/
˛ˇ��

D L
.vi;vi/
ˇ˛��

: (34)

Since B.ir/, B.k/ .k D 1; 2; : : : ; n/; j.el/, J.q/; and d�˛ˇ
dt

are odd functions

under time reversal and �dm
dt
; �dm.k/

dt
.k D 1; 2; : : : ; n/;E;X.q/; and � .vi/

˛ˇ

are even functions under time reversal, the Onsager–Casimir reciprocity
relations read (see [6, 7, 47, 48]) as follows:

L
.0;0/

.M/˛ˇ
D L

.0;0/

.M/ˇ˛
; L

.j;k/

.M/˛ˇ
D L

.k;j /

.M/ˇ˛
.j; k D 1; 2; : : : ; n/; (35)

L
.el;el/
˛ˇ
D L

.el;el/
ˇ˛

; L
.q;q/

˛ˇ
D L

.q;q/

ˇ˛
; (36)

L
.vi;vi/
˛ˇ��

D L
.vi;vi/
��˛ˇ

; L
.0;j /

.M/˛ˇ
D �L

.j;0/

.M/ˇ˛
.j D 1; 2; : : : ; n/; (37)

L
.0;el/
.M/˛ˇ

D L
.el;0/
.M/ˇ˛

; L
.0;q/

.M/˛ˇ
D L

.q;0/

.M/ˇ˛
;

L
.j;el/
.M/˛ˇ

D �L
.el;j /
.M/ˇ˛

.j D 1; 2; : : : ; n/; (38)

L
.j;vi/
.M/˛ˇ�

D L
.vi;j /
.M/ˇ�˛

; L
.j;q/

.M/˛ˇ
D �L

.q;j /

.M/ˇ˛
.j D 1; 2; : : : ; n/; (39)

L
.0;vi/
.M/˛ˇ�

D �L
.vi;0/
.M/ˇ�˛

; L
.el;q/
˛ˇ
D L

.q;el/
ˇ˛

; L
.el;vi/
˛ˇ�
D �L

.vi;el/
ˇ�˛

;

L
.q;vi/
˛ˇ�
D �L

.vi;q/
ˇ�˛

: (40)

Equations (31)–(40) reduce the number of independent components of the
phenomenological tensors.
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Furthermore, reductions may occur as a consequence of physical prop-
erties of the medium. In the next section we shall study the special case
of isotropic media. Now, introducing the expressions (26)–(30) for B.ir/;
�dm.k/

dt
.k D 1; 2; : : : ; n/; j.el/; J.q/; and � .vi/

˛ˇ
in Eq. (22) and by virtue of

Onsager–Casimir reciprocity relations (35)–(40), we obtain for the entropy
production the following form:

� .s/ D T �1
²
�2L

.0;0/

.M/˛ˇ

dm˛

dt

dmˇ

dt
C

nX

j;kD1

L
.j;k/

.M/˛ˇ
B.j /˛ B

.k/

ˇ
C L

.el;el/
˛ˇ

E˛Eˇ

C L
.q;q/

˛ˇ
X .q/
˛ X

.q/

ˇ
C L

.vi;vi/
˛ˇ��

d�˛ˇ

dt

d���

dt
C 2

nX

jD1

L
.j;vi/
.M/˛ˇ�

B.j /˛
d�ˇ�

dt

C 2�L
.0;el/
.M/˛ˇ

dm˛

dt
Eˇ C 2L

.el;q/
˛ˇ

E˛X
.q/

ˇ
C 2�L

.0;q/

.M/˛ˇ

dm˛

dt
X
.q/

ˇ

³
:

(41)

Relation (41) shows that the entropy production is a quadratic form in the
components of the time derivatives of the specific magnetization vector, of
the thermodynamic forces conjugate to the partial specific magnetization
vectors, of the electric field, of the gradient of the temperature, and in the
components of the time derivative of the strain tensor. Moreover, the en-
tropy production is a positive definite quadratic form, i.e.,

� .s/ � 0; (42)

where the equality sign holds only if the above-mentioned components van-
ish. From the positive definite character of the entropy production several
inequalities may be derived for the components of the phenomenological
coefficients (see [6, 7]). For instance we have

L
.0;0/

.M/˛˛
� 0; L.el;el/

˛˛ � 0; (43)

L
.k;k/

.M/˛˛
� 0; .k D 1; 2; : : : ; n/; L.q;q/˛˛ � 0; L

.vi;vi/
˛ˇ˛ˇ

� 0:

Also, from the fifth of the inequalities we obtain by virtue of symmetry and
Onsager–Casimir relations,

L
.vi;vi/
˛ˇˇ˛

� 0; L
.vi;vi/
ˇ˛˛ˇ

� 0; L
.vi;vi/
ˇ˛ˇ˛

� 0: (44)
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3 Phenomenological equations and entropy production
for magnetizable media which are isotropic with
respect to all rotations of the frame of axes

The existence of spatial symmetry properties in a material system may
simplify the form of the phenomenological equations in such way that the
Cartesian components of the fluxes do not depend on all Cartesian compo-
nents of the thermodynamic forces [6,49] and [50]. This statement is called
Curie symmetry principle [6]. In this section we derive as new results the
phenomenological equations and the energy production for magnetizable
media having symmetry properties under orthogonal transformations which
are invariant with respect to all rotations of the frame of axes. In this case
the phenomenological polar tensor L.vi;vi/

˛ˇ��
of order four, which satisfies the

Onsager–Casimir relations and the symmetry relations, must have the fol-
lowing form:

L
.vi;vi/
˛ˇ��

D
1

2
�s.ı˛�ıˇ� C ıˇ�ı˛�/C

1

3
.�v � �s/ı˛ˇı�� ;

where the scalars �s and �v are the shear viscosity and the volume viscosity,
respectively. A polar or pseudo tensor of order three L˛ˇ� must have the
formL˛ˇ� D L�˛ˇ� , where �˛ˇ� is the Levi-Civita tensor andL is a scalar.
The right-hand side of the previous relation is invariant with respect to all
rotations of the frame of axes. Since L˛ˇ� is a symmetric tensor (see the
symmetry relations (31)–(34)), one has in our case L˛ˇ� D 0. If L˛ˇ
is a polar or pseudo tensor of order two, it must have the form L˛ˇ D

Lı˛ˇ , where L is a scalar. If the tensor L˛ˇ of order two has zero trace, it
vanishes, i.e., L˛ˇ D 0: In particular, we use the notation

L
.q;q/

˛ˇ
D 	T ı˛ˇ ;

where the scalar quantity 	 is called the coefficient of heat conductivity.
If L˛ is a polar or pseudo vector, it vanishes, i.e., L˛ D 0: Using the
symmetry relations (31)–(34) and the above properties of isotropy, the phe-
nomenological equations (26)–(30) take the following form in the case of
isotropic media with respect to all rotations of the frame of axes:

B.ir/˛ D �L
.0;0/

.M/

dm˛

dt
C

nX

kD1

L
.0;k/

.M/
B.k/˛ C L

.0;el/

.M/
E˛ C L

.0;q/

.M/
X .q/
˛ ;

(45)
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�
dm

.j /
˛

dt
D �L

.j;0/

.M/

dm˛

dt
C

nX

kD1

L
.j;k/

.M/
B.k/˛ C L

.j;el/

.M/
E˛ C L

.j;q/

.M/
X .q/
˛

.j D 1; 2; : : : ; n/; (46)

j .el/
˛ D �L

.el;0/

.M/

dm˛

dt
C

nX

kD1

L
.el;k/
.M/

B.k/˛ C L
.el;el/E˛ C L

.el;q/X .q/
˛ ;

(47)

J .q/˛ D �L
.q;0/

.M/

dm˛

dt
C

nX

kD1

L
.q;k/

.M/
B.k/˛ C L

.q;el/E˛ � 	
@T

@x˛
; (48)

�
.vi/
˛ˇ
D �s

d Q�˛ˇ

dt
C �v

d�

dt
ı˛ˇ : (49)

In Eq. (30) Q�˛ˇ and � are the deviator and the scalar part of �˛ˇ defined
by Q�˛ˇ D �˛ˇ �

1
3
ı˛ˇ��� and � D 1

3
ı˛ˇ��� , respectively. If one substi-

tutes the phenomenological laws (45)–(49) in the expression (22) for the
entropy production, using the Onsager–Casimir relations (35)–(40), one
obtains (see also Eq. (41))

� .s/ D T �1
²
�2L

.0;0/

.M/

�
dm
dt

�2
C

nX

j;kD1

L
.j;k/

.M/
B.j / � B.k/ C L.el;el/E2

C 	T �1.gradT /2 C �s

�
d Q�˛ˇ

dt

�2
C 3�v

�
d�

dt

�2

C 2�L
.0;el/
.M/

dm
dt
� EC 2L.el;q/ E � X.q/ C 2�L.0;q/

.M/

dm
dt
� X.q/

³
:

(50)

From Eq. (50) it is seen that the entropy production is a non-negative
bilinear quadratic form in the components of the time derivative of the spe-
cific total magnetization vector, of the thermodynamic forces conjugate to
the internal variables, of the gradient of the temperature, and in the com-
ponents of the time derivative of the deviator of the strain tensor and of
the time derivative of the scalar part of this tensor. Because of the non-
negative character of the entropy production, it follows from Eq. (50) that
the phenomenological coefficients satisfy inequalities such as

L.0;0/ � 0; L.k;k/ � 0 .k D 1; 2; : : : ; n/; L.el;el/ � 0; 	 � 0;

L
.0;el/
.M/
� 0; L.el;q/ � 0; L

.0;q/

.M/
� 0; �s � 0; �v � 0:
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4 Phenomenological equations and entropy production
for perfect isotropic magnetizable media

In this section we consider perfect isotropic magnetizable media for which
the symmetry properties are invariant with respect to all rotations and to
inversions of the frame of axes (under orthogonal transformations). In this
case it can be shown that fluxes and thermodynamic forces of different
tensorial character (polar or pseudo) do not couple (see references [6, 49,
50]). The phenomenological polar tensor L.vi;vi/

˛ˇ��
of order four has the same

form valid for media isotropic with respect to all rotations of the frame of
axes. The polar tensors of order three vanish, i.e., L˛ˇ� D 0. The pseudo
tensors of order three keep the form L˛ˇ� D L�˛ˇ� , but, because of the
symmetry properties of L˛ˇ� (see Eqs. (31)–(34)), one has L˛ˇ� D 0: The
polar tensor of order two L˛ˇ keeps the form L˛ˇ D Lı˛ˇ (which reduces
to L˛ˇ D 0 if L˛ˇ has zero trace). In particular, we use the notation
L
.q;q/

˛ˇ
D 	T ı˛ˇ , where the scalar quantity 	 is called the coefficient of

heat conductivity. The pseudo tensors of order two must have the form
L˛ˇ D 0: The polar and pseudo vectors L˛ vanish, i.e., L˛ D 0: Using the
symmetry relations (31)–(34), Onsager–Casimir relations (35)–(40), and
the above properties of isotropy, as new results in this paper we write the
phenomenological equations (26)–(30) for perfect magnetizable media in
the following form:

B.ir/ D �L.0;0/
.M/

dm
dt
C

nX

kD1

L
.0;k/

.M/
B.k/; (51)

�
dm.j /

dt
D �L

.j;0/

.M/

dm
dt
C

nX

kD1

L
.j;k/

.M/
B.k/ .j D 1; 2; : : : ; n/; (52)

J.el/ D L.el;el/EC L.el;q/X.q/; (53)

J.q/ D L.q;el/E � 	 gradT; (54)

�
.vi/
˛ˇ
D �s

d Q�˛ˇ

dt
C �v

d�

dt
ı˛ˇ : (55)

Using Onsager–Casimir relations (35)–(40) it follows that the coefficients
L
.0;j /

.M/
and L.j;0/

.M/
satisfy the reciprocal relation

L
.0;j /

.M/
D �L

.j;0/

.M/
.j D 1; 2; : : : ; n/: (56)
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Substituting the phenomenological laws (51)–(55) in the expression (22)
for the entropy production, one obtains with the aid of Eq. (56)

� .s/ D T �1
²
�2L

.0;0/

.M/

�
dm
dt

�2
C

nX

j;kD1

L
.j;k/

.M/
B.j / � B.k/ C L.el;el/E2

C 2L.el;q/E � X.q/ C 	T �1.gradT /2 C �s

�
d Q�˛ˇ

dt

�2
C 3�v

�
d�

dt

�2 ³
:

(57)

In [1], for simplicity’s sake all cross effects were neglected, except for pos-
sible cross effects among the different types of magnetic relaxation pheno-
mena. Hence the following phenomenological equations and entropy pro-
duction were obtained, respectively:

B.ir/ D �L.0;0/
.M/

dm
dt
C

nX

kD1

L
.0;k/

.M/
B.k/; (58)

�
dm.j /

dt
D �L

.j;0/

.M/

dm
dt
C

nX

kD1

L
.j;k/

.M/
B.k/ .j D 1; 2; : : : ; n/ (59)

j.el/ D L.el;el/E; (60)

J.q/ D �	T �1grad T; (61)

�
.vi/
˛ˇ
D �s

d Q�˛ˇ

dt
C �v

d�

dt
; (62)

� .s/ D T �1
²
�2L

.0;0/

.M/

�
dm
dt

�2
C

nX

j;kD1

L
.j;k/

.M/
B.j / � B.k/ C L.el;el/E2

C 	T �1.gradT /2 C �s

�
d Q�˛ˇ

dt

�2
C 3�v

�
d�

dt

�2 ³
:

(63)

Equations (58)–(62) are the well known forms for Ohm’s law for electric
conduction, Fourier’s law for heat conduction and Newton’s law for viscous
flow, respectively. From the non-negative character of the entropy produc-
tion and from Eq. (56) it follows that the phenomenological coefficients
satisfy such inequalities as

L
.0;0/

.M/
� 0; L

.j;j /

.M/
� 0 .j D 1; 2; : : : ; n/; (64)

L.el;el/ � 0; 	 � 0; �s � 0; �v � 0: (65)
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In Eq. (63) the terms with .dm
dt
/2 and B.k/ � B.j / .j; k D 1; 2; : : : ; n/ are

connected with entropy production due to magnetic relaxation, the terms
with

E2; .gradT /2 and

�
d Q�˛ˇ

dt

�2
;

�
d�

dt

�2

are due to the thermodynamic forces conjugate to the electric conduc-
tion, heat conduction, and viscous flow, respectively. In the following we
consider the expressions (58)–(62) and (63) valid in the case of perfect
isotropic magnetizable media.

5 Reference state and thermodynamic equilibrium

Now, let us consider a state of the medium, with an arbitrary (but fixed)
uniform temperature T.0/ in which the mechanical stress tensor �˛ˇ and
the magnetic field B, which occurs in Maxwell’s equations, vanish in the
medium. Such a state with specified temperature, mechanical stress, and
magnetic field may be obtained by suitable experimental arrangements. We
also require that the reference state (indicated by the symbol “.0/”) is a
state of thermodynamic equilibrium. In order to discuss this question we
first note that � .eq/

˛ˇ
, B.eq/ and B.1/;B.2/; : : : ;B.n/ are functions of the tem-

perature T.0/, of the strain tensor �˛ˇ , and of the magnetizations m and
m.1/;m.2/; : : : ;m.n/. We require that in this state the value �.0/˛ˇ for the
strain tensor and the values m.0/ and m.1/

.0/
;m.2/

.0/
; : : : ;m.n/

.0/
for the magneti-

zation vectors are such that

�
.eq/
˛ˇ
.T.0/; �.0/˛ˇ ;m.0/;m

.1/

.0/
; : : : ;m.n/

.0/
/ D 0; (66)

B.eq/.T.0/; �.0/˛ˇ ;m.0/;m
.1/

.0/
; : : : ;m.n/

.0/
/ D 0; (67)

and

B.k/.T.0/; �.0/˛ˇ ;m.0/;m
.1/

.0/
; : : : ;m.n/

.0/
/ D 0 .k D 1; 2; : : : ; n/: (68)

Since the tensor � .eq/
˛ˇ

is symmetric, Eqs. (66)–(68) form a set of 3.nC3/
equations for the values of the six independent components of the sym-
metric strain tensor �.0/˛ˇ and the values of the 3 C 3n components of
the vectors m.0/ and m.1/

.0/
;m.2/

.0/
; : : : ;m.n/

.0/
: All strains will be measured

with respect to this state and we choose the tensor �˛ˇ and axial vectors
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m;mk .k D 1; 2; : : : ; n/ so that they vanish in the reference state. Thus,
�.0/˛ˇ D m.0/˛ D m

.1/

.0/˛
D � � � D m

.n/

.0/˛
D 0. Hence,

�
.eq/
˛ˇ
D 0; B.eq/ D 0; B.k/ D 0 .k D 1; 2; : : : ; n/

for T D T.0/ and �.0/˛ˇ D m.0/˛ D m
.1/

.0/˛
D � � � D m

.n/

.0/˛
D 0:

(69)

A medium is in a state of thermodynamic equilibrium if the entropy produc-
tion vanishes. It follows from the positive definite character of this quantity
that it vanishes if (see Eq. (63))

dm
dt
D 0; E D 0; gradT D 0;

d�

dt
D 0;

d Q�˛ˇ

dt
D 0; (70)

B.k/.T; �˛ˇ ;m;m.1/; : : : ;m.n// D 0 .k D 1; 2; : : : ; n/: (71)

It is seen from Eq. (71) that the partial specific magnetization vectors
m.1/;m.2/ : : : ;m.n/ are determined if T , �˛ˇ , and m are given. It fol-
lows from Eq. (70) and (71) that the reference state is a state of thermo-
dynamic equilibrium, provided that �, Q�˛ˇ and the vectors m and m.k/

.k D 1; 2; : : : ; n/ (determined by Eqs. (66)–(68)) are kept constant. More-
over, from Eq. (70) the electric field must be kept vanishing in this state of
thermodynamic equilibrium. We note that in the reference state the medium
has the uniform temperature T.0/ and hence gradT vanishes in this state.
Moreover, by virtue of conditions (70), (71), and the phenomenological
equation (30), the viscous stress tensor � .vi/

˛ˇ
vanishes in the thermodynamic

equilibrium and from Eq. (23)1 it follows that

�˛ˇ D �
.eq/
˛ˇ
: (72)

6 Linear equations of state for perfect isotropic media

In order to obtain the relaxation equation for perfect isotropic media, in the
case where the phenomenological equations and the entropy production
have the form (58)–(62) and (63), we define the specific free energy f by
f D u�T s, and with the aid of Gibbs relation we obtain for the differential
of f

df D �sdT C v�
.eq/
˛ˇ
d�˛ˇ C B.eq/ � dm �

nX

kD1

B.k/ � dm.k/: (73)
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It follows that

s D �
@

@T
f .T; �˛ˇ ;m;m.1/; : : : ;m.n//; (74)

�
.eq/
˛ˇ
D �

@

@�˛ˇ
f .T; �˛ˇ ;m;m.1/; : : : ;m.n//; (75)

B.eq/ D
@

@m
f .T; �˛ˇ ;m;m.1/; : : : ;m.n//; (76)

B.k/ D �
@

@m.k/
f .T; �˛ˇ ;m;m.1/; : : : ;m.n// .k D 1; 2; : : : ; n/: (77)

Expanding the free energy f into Taylor’s series with respect to the equi-
librium state considered, considering very small deviations with respect to
this state, and confining the consideration to the quadratic terms, we can
assume that in the isotropic case f is given by

f D f .1/ C f .2/; (78)

where f .1/ D f .1/.T; �˛ˇ / (79)

and f .2/ D
1

2
�

²
a
.0;0/

.M/
m �

�
m � 2

nX

kD1

m.k/

�
C

nX

j;kD1

a
.j;k/

.M/
m.j / �m.k/

³
:

(80)

In Eq. (80) �.0/ is the density of mass in the reference state. In the following
we shall replace �.0/ by � which is supposed to be a constant. In Eq. (80)
a
.0;0/

.M/
; a
.j;k/

.M/
.j; k D 1; 2; : : : ; n/ are constant (i.e., they do not depend on

the partial specific magnetizations) and they satisfy the following symmetry
relations:

a
.j;k/

.M/
D a

.k;j /

.M/
.j; k D 1; 2; : : : ; n/: (81)

Furthermore, these constants are determined by the physical properties of
the medium in the reference state. In Eq. (79) f .1/ D f .1/.T; �˛ˇ / is
some function of the temperature and of the strain tensor having the form
which depends on the thermomechanical properties of the medium under
consideration. In this paper as new results we derive the expression for
the specific internal energy and the specific heat at constant deformation
for isotropic Kelvin–Voigt media (see [51]). In this case we postulate the
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following form for f .1/:

f .1/ D v.0/

²
1

2

�
1

2
a.ı˛�ıˇ� C ıˇ�ı˛�/C

1

3
.b � a/ı˛ˇı��

�
�˛ˇ���

C .T � T.0//cı˛ˇ�˛ˇ

³
� '.T /; (82)

where v.0/ is the specific volume in the reference state given by v.0/ D 1
�.0/

.

In the following, we shall replace it by v D 1
�

, which is supposed to be a
constant. '.T / is some function of the temperature and a, b and c do not
depend on the temperature and on the strain tensor, i.e., they are constant.
By virtue of Eqs. (74), (78)–(80), and (82), we have the following form for
the specific entropy:

s D �v.cı˛ˇ�˛ˇ /C
d'

dt
: (83)

From the expression u D f CT s, Eqs. (78)–(80), (82), and (83) we obtain
the following form for the specific internal energy

u D
1

2
�

²
a
.0;0/

.M/
m �

�
m � 2

nX

kD1

m.k/

�
C

nX

j;kD1

a
.j;k/

.M/
m.j / �m.k/

³

C v¹.a Q�˛ˇ C b�ı˛ˇ /�˛ˇ � T.0/cı˛ˇ�˛ˇº C T
d'

dt
� '.T /: (84)

From Eqs. (75), (78)–(80), and (82), we obtain for the equilibrium stress
tensor the form

� .eq/ D a Q�˛ˇ C ¹b� C .T � T.0//cºı˛ˇ : (85)

This linear relation among the temperature, the components of the stress
tensor and the components of the strain tensor is called the Duhamel–
Neumann law.

The specific heat at constant deformation c.�/ may be defined by

c.�/ D
@

@T
u.T; �˛ˇ ;m;m.1/; : : : ;m.n//: (86)

From Eqs. (84) and (86) we obtain

c.�/ D T
d 2'

dT 2
; (87)
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and hence, if c.�/ is constant, we have

' D c.�/T log
T

T.0/
C s.0/T � c.�/.T � T.0// � u.0/; (88)

where s.0/ and u.0/ are integration constants and they represent the specific
entropy and the specific internal energy in the reference state, respectively.

Now, we define the fields M.0/ and M.k/ .k D 1; 2; ::; n/ by

M.0/ D �m.0/ and M.k/ D �m.k/ .k D 1; 2; ::; n/: (89)

Using Eqs. (78)–(89), we have from Eqs. (76) and (77)

B.eq/ D a
.0;0/
M

�
M �

nX

kD1

M.k/

�
D a

.0;0/
M M.0/; (90)

B.j / D a.0;0/M M �
nX

kD1

a
.j;k/

.M/
M.k/ .j D 1; 2; : : : ; n/: (91)

The relations (90) and (91) are called equations of state [1]. If the mass
density � is constant, the phenomenological equations (51) and (52) for the
irreversible magnetic relaxation phenomena may be written in the form

B.ir/ D L.0;0/M

dM
dt
C

nX

kD1

L
.0;j /

.M/
B.j /; (92)

dM.j /

dt
D L

.j;0/
M

dM
dt
C

nX

kD1

L
.j;k/

.M/
B.k/ .j D 1; 2; : : : ; n/; (93)

where we have used Eq. (89).

7 Magnetic relaxation equation for isotropic linear
media

In this section we shall discuss the dynamical constitutive equations for
magnetic relaxation in isotropic media which follow from the theory if
one assumes linear equations of state and constant phenomenological co-
efficients (see [1]). With the aid of linear equations of state (90), (23)2,
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and (91), Eqs. (92) and (93) can be written in the following form:

nX

kD1

c
.1/

k
M .k/
˛ D Q

.1/

.0;0/˛
; (94)

dM
.j /
˛

dt
C

nX

kD1

hjkM
.k/
˛ D Q.j;0/˛ .j D 1; 2; : : : ; n/; (95)

where

c
.1/

k
D a

.0;0/

.M/
C

nX

jD1

L
.0;j /

.M/
a
.j;k/

.M/
.k D 1; 2; : : : ; n/; (96)

hjk D

nX

iD1

L
.j;i/

.M/
a
.i;k/

.M/
.j; k D 1; 2; : : : ; n/; (97)

Q
.1/

.0;0/˛
D a

.0;0/

.M/

�
1C

nX

kD1

L
.0;k/

.M/

�
M˛ C L

.0;0/

.M/

dM˛

dt
� B˛; (98)

Q.j;0/˛ D a
.0;0/

.M/

� nX

kD1

L
.j;k/

.M/

�
M˛ C L

.j;0/

.M/

dM˛

dt
.j D 1; 2; : : : ; n/:

(99)

It is seen that the mathematical structure of equations is completely ana-
logous to the structure of equations derived in [8] in a thermodynamic the-
ory of mechanical relaxation phenomena in isotropic media and of equa-
tions obtained in [9] in a thermodynamic theory of dielectric relaxation
phenomena in continuous isotropic media. Using the same methods as
in [8] and [9], we shall show that it is possible to eliminate the partial mag-
netization axial vectors (the internal variables) from the differential equa-
tions (94) and (95), provided that the phenomenological coefficients are
constant and that the magnetic field derivatives of sufficiently high order
exist. For this purpose, it is useful to introduce the following notations:

d 0B˛

dt0
D B˛;

d 0M˛

dt0
DM˛;

d 0M
.j /
˛

dt0
DM .j /

˛ .j D 1; 2; : : : ; n/;

d 0Q
.1/

.0;0/˛

dt0
D Q

.1/

.0;0/˛
;

d 0Q.j;0/˛

dt0
D Q.j;0/˛ .j D 1; 2; : : : ; n/:

(100)
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We define the following quantities

c
.iC1/

k
D

nX

jD1

c
.i/
j hjk .j; k D 1; 2; : : : ; n/; (101)

Q
.1/

.0;m/˛
D
dmQ

.1/

.0;0/˛

dtm
D a

.0;0/

.M/

�
1C

nX

kD1

L
.0;k/

.M/

�
dmM˛

dtm

C L
.0;0/

.M/

dmC1M˛

dtmC1
�
dmB˛

dtm
.m D 0; 1; : : : ; n � 1/;

(102)

Q.j;m/˛ D
dmQ.j;0/˛

dtm
D a

.0;0/

.M/

� nX

kD1

L
.j;k/

.M/

�
dmM˛

dtm
C L

.j;0/

.M/

dmC1M˛

dtmC1

.j D 1; 2; : : : ; nI m D 0; 1; : : : ; n � 1/; (103)

Q
.iC1/

.0;m/˛
D

nX

jD1

c
.i/
j Q.j;m/˛ �Q

.i/

.0;mC1/˛

.i D 1; 2; : : : ; nI m D 0; 1; : : : ; n � i/: (104)

Using the same procedure as in [8] and [9], we can obtain the set of equa-
tions

nX

kD1

c
.j /

k
M .k/
˛ D Q

.j /

.0;0/˛
.j D 1; 2; : : : ; n/; (105)

nX

kD1

c
.n/

k

dM
.k/
˛

dt
D Q

.n/

.0;1/˛
; (106)

dM
.j /
˛

dt
C

nX

kD1

hjkM
.k/
˛ D Q.j;0/˛ .j D 1; 2; : : : ; n/: (107)

Multiplying both sides of Eq. (107) by c.n/j and summing over j , we
obtain with the aid of Eqs. (101), (104), and (106)

nX

kD1

c
.nC1/

k
M .k/
˛ D Q

.nC1/

.0;0/˛
: (108)

Finally, Eqs. (105) and (108) can be combined in the following set of equa-
tions

nX

kD1

c
.j /

k
M .k/
˛ D Q

.j /

.0;0/˛
.j D 1; 2; : : : ; nC 1/: (109)



Thermodynamic theory for magnetic relaxation phenomena 403

This is a set of 3.n C 1/ equations for the 3n independent components
of the partial magnetizations M .1/

˛ ;M
.2/
˛ ; : : : ;M

.3/
˛ .

If the rank of the matrix C, defined by

C D

0

BBBBBBBB@

c
.1/
1 c

.1/
2 : : : c

.1/
n

c
.2/
1 c

.2/
2 : : : c

.2/
n

: : : : : : : : : : : :

: : : : : : : : : : : :

c
.n/
1 c

.n/
2 : : : c

.n/
n

c
.nC1/
1 c

.nC1/
2 : : : c

.nC1/
n

1

CCCCCCCCA

; (110)

is n, a necessary and sufficient condition for the solvability of Eq. (109) is
the following:

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

c
.1/
1 c

.1/
2 : : : c

.1/
n Q

.1/

.0;0/˛

c
.2/
1 c

.2/
2 : : : c

.2/
n Q

.2/

.0;0/˛

: : : : : : : : : : : : : : :

: : : : : : : : : : : : : : :

c
.n/
1 c

.n/
2 : : : c

.n/
n Q

.n/

.0;0/˛

c
.nC1/
1 c

.nC1/
2 : : : c

.nC1/
n Q

.nC1/

.0;0/˛

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

D 0: (111)

The Cayley–Hamilton theorem states that a square matrix satisfies its char-
acteristic equation. Hence, using matrix notation, we have

H n C h1H
n�1 C � � � C hn�1H C hnE D 0; (112)

where E is the n � n unit matrix, H is the n � n matrix with elements
hij .i; j D 1; 2; : : : ; n/ defined by Eq. (97), the coefficients hi .i D 1; 2;

: : : ; n/ are homogeneous polynomials of degree i in the elements hij . In
particular,

h0 D 1; (113)

h1 D �

nX

iD1

hi i ; (114)

hn D .�1/
n dethij D .�1/

n

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

h11 h12 : : : h1n

h21 h22 : : : h2n

: : : : : : : : : : : :

: : : : : : : : : : : :

hn1 hn2 : : : hnn

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

: (115)
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Furthermore, it follows from Eqs. (114), (115), and (97) that

h1 D �

nX

i;jD1

L
.j;i/

.M/
a
.i;j /

.M/
(116)

and
hn D .�1/

n.detL.i;j /
.M/

/.det a.i;j /
.M/

/: (117)

In Eq. (117) we shall assume that

det a.i;j /
.M/
D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

a
.1;1/

.M/
a
.1;2/

.M/
: : : a

.1;n/

.M/

a
.2;1/

.M/
a
.2;2/

.M/
: : : a

.2;n/

.M/

: : : : : : : : : : : :

: : : : : : : : : : : :

a
.n;1/

.M/
a
.n;2/

.M/
: : : a

.n;n/

.M/

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

¤ 0 (118)

and that

detL.i;j /
.M/
D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

L
.1;1/

.M/
L
.1;2/

.M/
: : : L

.1;n/

.M/

L
.2;1/

.M/
L
.2;2/

.M/
: : : L

.2;n/

.M/

: : : : : : : : : : : :

: : : : : : : : : : : :

L
.n;1/

.M/
L
.n;2/

.M/
: : : L

.n;n/

.M/

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

> 0: (119)

Inequality (119) follows from the positive definite character of the entropy
production. One has detL.i;j /

.M/
D 0 if and only if one or more of the irre-

versible phenomena which give rise to magnetic relaxation do not occur.
From Eqs. (101) and (112) we obtain

c
.nC1/

k
D �h1c

.n/

k
� h2c

.n�1/

k
� � � � � hn�1c

.2/

k
� hnc

.1/

k
: (120)

By virtue of this relation the rank of the matrix C is n if and only if
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

c
.1/
1 c

.1/
2 : : : c

.1/
n

c
.2/
1 c

.2/
2 : : : c

.2/
n

: : : : : : : : : : : :

: : : : : : : : : : : :

c
.n/
1 c

.n/
2 : : : c

.n/
n

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

¤ 0: (121)

Furthermore, with the aid of Eqs. (120) and (121), the relation (111) re-
duces:

Q
.nC1/

.0;0/˛
C h1Q

.n/

.0;0/˛
C h2Q

.n�1/

.0;0/˛
C � � � C hn�1Q

.2/

.0;0/˛
C hnQ

.1/

.0;0/˛
D 0:

(122)
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With the aid of Eq. (104), from Eq. (122), and using the same procedure
as in [8] we obtain

nX

mD0

.�1/mCnhn�m
dmB˛

dtm

D a
.0;0/

.M/

n�1X

mD0

.�1/mCn
²
hn�m

�
1C

nX

kD1

L
.0;k/

.M/

�

C

nX

iDmC1

hn�i

� nX

j;kD1

c
.i�m/
j L

.j;k/

.M/

�³
dmM˛

dtm

�

nX

mD1

.�1/mCn
²
hn�mC1L

.0;0/

.M/

C

nX

iDm

hn�i

� nX

jD1

c
.i�mC1/
j L

.j;0/

.M/

�³
dmM˛

dtm

C a
.0;0/

.M/

�
1C

nX

kD1

L
.0;k/

.M/

�
dnM˛

dtn
C L

.0;0/

.M/

dnC1

dtnC1
M˛: (123)

Hence, we obtain the magnetic relaxation equation in the case of iso-
tropic media in the following form (see [1]):

�
.0/

.BM/
BC �.1/

.BM/

dB
dt
C � � � C �

.n�1/

.BM/

dn�1B
dtn�1

C
dnB
dtn

D �
.0/

.MB/
MC �.1/

.MB/

dM
dt
C � � � C �

.n/

.MB/

dnM
dtn

C �
.nC1/

.MB/

dnC1M
dtnC1

; (124)

where �.m/
.BM/

.m D 0; 1; : : : ; n � 1/ and �.m/
.MB/

.m D 0; 1; : : : ; nC 1/ are
constant.

In particular,

�
.m/

.BM/
D .�1/mCnhn�m .m D 0; 1; : : : ; n � 1/; (125)

�
.0/

.MB/
D .�1/na

.0;0/

.M/

²
hn

�
1C

nX

kD1

L
.0;k/

.M/

�

C

nX

iD1

hn�i

� nX

j;kD1

c
.i/
j L

.j;k/

.M/

�³
; (126)
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�
.n/

.MB/
D a

.0;0/

.M/

�
1C

nX

kD1

L
.0;k/

.M/

�
� h1L

.0;0/

.M/
�

nX

jD1

c
.1/
j L

.j;0/

.M/
; (127)

�
.nC1/

.MB/
D L

.0;0/

.M/
; (128)

and if n � 2

�
.m/

.MB/
D .�1/mCn

²
a
.0;0/

.M/
hn�m

�
1C

nX

kD1

L
.0;k/

.M/

�
� hn�mC1L

.0;0/

.M/

C a
.0;0/

.M/

nX

iDmC1

hn�i

� nX

j;kD1

c
.i�m/
j L

.j;k/

.M/

�

�

nX

iDm

hn�i

� nX

jD1

c
.i�mC1/
j L

.j;0/

.M/

�³
(129)

.n � 2Im D 1; 2; : : : ; n � 1/:

We note that the magnetic relaxation equation (124) is analogous to the
stress–strain tensor derived in [8] for mechanical distortional phenomena
in isotropic media and to the dielectric relaxation equation obtained in [9]
for dielectric after-effects in isotropic media. Equation (124) gives a ge-
neralization to the Snoek equation (discussed in [10, 13, 14]) and has been
obtained using the assumption that the equations of state may be linearized,
the phenomenological coefficients may be regarded as constants, the ma-
gnetic field and the magnetization vectors have time derivatives of suffi-
ciently high order, and the rank of the matrix C with elements c.j /

k

.k D 1; 2; : : : ; nI j D 1; 2; : : : ; nC 1/ (see Eq. (110)) is n. Equation (124)
is also called dynamical constitutive equation and has the form of a linear
relation among B, the first n derivatives with respect to time of this vector,
the magnetization vector M, and the first n C 1 derivatives with respect
to time of M. One may show (see [1]) that the expression (126) for �.0/

.MB/

and the expression for �.0/
.MB/

obtained from Eq. (125) in the case ofm D 0,
may be written in the form

�
.0/

.MB/
D a

.0;0/

.M/

²
.det a.i;j /

.M/
/� a

.0;0/

.M/

nX

j;kD1

.�1/jCkA
.j;k/

.M/

³
det L.j;k/

.M/
; (130)

and
�
.0/

.BM/
D .det a.i;j /

.M/
/.det L.i;j /

.M/
/; (131)
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where A.j;k/
.M/

is the .n � 1/ � .n � 1/ subdeterminant of det a.i;j /
.M/

, which

is conjugate to the element a.j;k/
.M/

. In the derivation of Eq. (131), Eq. (117)
has been used. If the medium is in a state of equilibrium, where the time
derivatives of the magnetic field B and the magnetization vector M vanish,
we have from Eq. (124)

�
.0/

.BM/
B D �.0/

.MB/
M: (132)

Finally, we note that if we consider the case in which M D M.0/ CM.1/

(i.e., the case n D 1), the results obtained in this paper reduces to the results
derived in [14].

8 Particular cases

We assume that the medium is isotropic and we study the case where the
magnetization vector M is additively composed of a reversible part and n
irreversible parts. Now, we suppose that B.ir/ vanishes the .B.eq/ D B/, in
this case Gibbs relation (19) becomes

Tds D du � v

3X

˛;ˇD1

�
.eq/
˛ˇ
d�˛ˇ � B � dmC

nX

kD1

B.k/ � dm.k/: (133)

The entropy production � .s/ (see Eq. (22)) can be written in the form

� .s/ D T �1
² 3X

˛;ˇD1

�
.vi/
˛ˇ

d�˛ˇ

dt
C J.q/ �X.q/C J.el/ �EC �

nX

kD1

B.k/ �
dm.k/

dt

³
;

(134)
and the linear equation of state (90) reads

B D a.0;0/
.M/

M.0/: (135)

From Eqs. (134) and (135) it follows that changes in M.0/ are not irre-
versible processes because M.0/ does not occur in Eq. (134). Hence, M.0/

may be called the reversible part of the magnetization and M.1/;M.2/;

: : : ;M.n/ the irreversible parts of the magnetization. From Eq. (92) it fol-
lows that B.ir/ vanishes if and only if L.0;0/M , L.0;k/M , and also L.k;0/M (by virtue
of the Onsager–Casimir reciprocal relations) vanish, i.e.,

L.0;0/
.M/
D 0;L.0;k/

.M/
D �L.k;0/

.M/
D 0 .k D 1; 2; : : : ; n/: (136)
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Then, the phenomenological equation (93) takes the form

dM.j /

dt
D

nX

kD1

L.j;k/
.M/

B.k/ .j D 1; 2; : : : ; n/: (137)

The magnetic relaxation equation can be written

�
.0/

.BM/
BC �.1/

.BM/

dB
dt
C � � � C �

.n�1/

.BM/

dn�1B
dtn�1

C
dnB
dtn

(138)

D �
.0/

.MB/
MC �.1/

.MB/

dM
dt
C � � � C �

.n/

.MB/

dnM
dtn

; (139)

where, using Eqs. (125), (127)–(129), and (130), we have

�
.nC1/

.MB/
D 0; (140)

�
.m/

.MB/
D .�1/nCmhn�m .m D 0; 1; : : : ; n � 1/; (141)

�
.0/

.MB/
D a

.0;0/

.M/

²
.det a.i;j /

.M/
/ � a

.0;0/

.M/

nX

j;kD1

.�1/jCkA
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and if n � 2

�
.m/

.MB/
D .�1/mCn

²
a
.0;0/

.M/
hn�mCa

.0;0/

.M/

nX

iDmC1

hn�i

� nX

j;kD1

c
.i�m/
j L
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.M/

�³
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.n � 2Im D 1; 2; : : : ; n � 1/: (144)

These results are analogous to results derived in [8] and [9].
Finally, if the phenomenological coefficients L.j;k/

.M/
and L.j;0/

.M/
vanish for

j; k D 1; 2; : : : ; n, we also have L.0;j /
.M/

D 0 because of the Onsager–
Casimir relations. In this case it is seen from Eqs. (93) and (52) that
m.j / and M.j / .j D 1; 2; : : : ; n/ are constant and we may assume that
m.j / D M.j / D 0 .j D 1; 2; : : : ; n/: In this case there are no internal
variables and the developed theory reduces to the De Groot–Mazur theory
(see [6]).
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9 Conclusions

In order to obtain the equations which govern the magnetic relaxation in the
case of isotropic media, we have assumed that in a first approximation the
magnetic fields B and B.j /; .j D 1; 2; : : : ; n/ are linear functions of the
magnetization vectors (90)–(93), provided that these magnetization vectors
are sufficiently small (i.e., the deviations with respect to thermodynamical
reference states are sufficiently small) and the form of the specific free en-
ergy f of an isotropic magnetizable medium is given by Eqs. (78)–(80)
and (82). Maxwell’s equations (8)–(9), together with Eq. (10) and the mag-
netic relaxation equation (124), form a complete set of equations for the
electric field E, the magnetic induction B, the magnetic displacement H,
the magnetization per unit volume M, the electric charge density �.el/, and
the density of the electric current J.el/. H does not depend on the properties
of the matter, B depends on these properties via M [32, 33]. As

v D
du
dt
; �˛ˇ D

1

2

�
@u˛

@xˇ
C
@uˇ

@x˛

�
;

the above set of equations together with the motion equation (12), the en-
ergy balance equation (13), the expression for the internal energy u (84),
and the constitutive equations (58)–(62) form a complete system of equa-
tions for the above-mentioned fields and for the fields of the displacement
u, the internal energy u, the temperature T , the six independent compo-
nents of the stress tensor �˛ˇ , the heat flow J.q/. The complete system of
equations just mentioned gives a complete description of the mechanical,
electromagnetic, and thermodynamic behavior of magnetizable isotropic
media. This system of equations is very complicated, though we have in-
troduced linear equations of state and some simplifying assumptions and
we have derived a magnetic relaxation equation. Furthermore, we note that
we also have to linearize the Maxwell’s equations, balance equations to
about the same thermodynamic reference state [15].

By virtue of the introduction of internal variables in the thermodynamic
state space, we obtain a system of balance equations that, together with the
constitutive relations, in several cases, forms a hyperbolic system of partial
differential equations giving finite speeds of disturbances. Such finite ve-
locity of propagation of physical fields is very important in technical appli-
cations. In forthcoming papers nonlinear wave propagations will be studied
in the case of bodies with magnetic relaxation phenomena discussed in this
contribution.
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Abstract

The aim of this contribution is to review the application of thermodynamics
to live cultures of microbial and other cells and to explore to what extent
this may be put to practical use. A major focus is on energy dissipation
effects in industrially relevant cultures, both in terms of heat and Gibbs
energy dissipation. The experimental techniques for calorimetric measure-
ments in live cultures are reviewed and their use for monitoring and con-
trol is discussed. A detailed analysis of the dissipation of Gibbs energy
in chemotrophic growth shows that it reflects the entropy production by
metabolic processes in the cells and thus also the driving force for growth
and metabolism. By splitting metabolism conceptually up into catabolism
and biosynthesis, it can be shown that this driving force decreases as the
growth yield increases. This relationship is demonstrated by using exper-
imental measurements on a variety of microbial strains. On the basis of
these data, several literature correlations were tested as tools for biomass
yield prediction. The prediction of other culture performance character-
istics, including product yields for biorefinery planning, energy yields for
biofuel manufacture, maximum growth rates, maintenance requirements,
and threshold concentrations is also briefly reviewed.

1 Introduction

Thermodynamics has been an essential scientific fundament of chemical
sciences and chemical engineering for a very long time. It has been of in-
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valuable help in a multitude of tasks, including judging whether reactions
are feasible and under which physical-chemical conditions, estimating en-
ergy requirements and dissipation rates, assessing the safety of chemical
operations, and quantifying equipment design at laboratory and industrial
scales. Thermodynamic analysis thus plays an absolutely central role in
chemistry, chemical engineering, and chemical process development.

In biotechnology, however, the development of thermodynamic analy-
sis has lagged behind the application of the other two fundamental con-
cepts underlying most quantitative theories and calculations in engineering
sciences, these being balances (e.g., mass, elemental, energy, momentum)
and kinetics (e.g., momentum and mass transfer, reaction and growth ki-
netics). This is probably not surprising in view of the daunting complexity
of the biological world, characterized by giant biological molecules, mul-
tiple driving forces, heterogeneity of phases, and a multitude of biological,
chemical, and physical processes occurring under rigorously irreversible
conditions [1]. The resulting lack of basic data concerning biomolecu-
lar properties, thermodynamic equilibrium position, formulation of driving
forces, and energy efficiency relations in biotechnology is one among sev-
eral reasons why the development and design of biotechnological processes
is still today in many cases carried out in an essentially empirical fashion
and why bioprocesses often are not as thoroughly optimized as many chem-
ical processes.

Yet one would expect that in biochemical engineering, too, thermody-
namic analysis should be able to predict whether growth of a given type of
cells or a specified type of metabolic reactions is feasible and under what
conditions. On the basis of such analyses it ought to be possible to roughly
estimate key parameters of biotechnological cultures and thus to address
the economic viability of the process before even performing experiments.
Once the first measurements are carried out, the thermodynamic predic-
tions could be used as benchmarks, in the sense that experimental results
staying far behind the calculations might indicate that there may be ample
room for improvement. All of this would be of invaluable help not only
in bioprocess development, but also in biotechnological operations at the
industrial scale and in scientific experimentation in general.

Fortunately, an increasing awareness of this potential during recent years,
as well as newly available data, has resulted in a growing number of scien-
tific papers dealing with what is becoming known as biochemical thermo-
dynamics or biothermodynamics [2, 3]. Judging from this literature, bio-
thermodynamics may today be subdivided into three large fields according
to the scale of the system that is thermodynamically described (Figure 1).
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Figure 1. Classification of developments in biothermodynamics according to
level of system description [4].

The coarsest level of description is an application of thermodynamics
directly to whole live cultures. Although only rarely used in practice, ap-
plication of thermodynamic concepts to live cultures could be of great help
in culture design, development, and operation.

The next lower level of description is an application of thermodynam-
ics to the whole or to part of the metabolism. It clearly has the potential
to contribute to the construction of genome-wide mathematical models of
the metabolism and was therefore developed in the framework of systems
biology. This area is, however, the most recent and thus not as well devel-
oped as the other two. Both the application to metabolism and to live cells
concerns functioning systems operating far from equilibrium.

The most fundamental level of description is molecular biothermody-
namics. As in chemical technology, this field may have an enormous impact
on the design and development of downstream processing, and in addition
also on biocatalysis. It is by far the best developed of the three.

The aim of this contribution is to review the status of the first of these
three areas and to explore to what extent the respective thermodynamic
concepts may be put to practical use for industrially relevant cultures. It
is planned to address biothermodynamics of the metabolism in a future
review, but in view of the relatively better state of matters in molecular bio-
thermodynamics and because non-equilibrium thermodynamics is of less
use in this area than in the first two, a review of this topic is not foreseen in
the present environment.
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After a short formal treatment of the application of the First Law of Ther-
modynamics to live cell cultures, the quantitative measurement of heat gen-
eration by cellular cultures will be treated. On the basis of the Second Law
of Thermodynamics, the formulation of entropy and Gibbs energy balances
for cellular cultures will then briefly be addressed. Experimental data on
Gibbs energy dissipation in growing microbial cell cultures will be dis-
cussed for a whole series of different cases and compared with measured
heat dissipation data. This will be used to gain insight into the nature of
the driving forces for microbial growth and as a basis for reviewing con-
cepts that are able to predict important culture performance parameters.
The biomass yield will serve as the main example for illustrating the pre-
diction of such parameters, but product yields, growth rate, maintenance
requirements, and heat evolution rates will also be briefly addressed.

2 Fundamentals of biothermodynamics

2.1 The First Law: Heat generation in live cultures
and biocalorimetry

2.1.1 Why should we deal with heat dissipation rates?

Thermodynamics literally means “the force of heat.” The thermodynam-
ics of cellular growth is thus clearly intimately linked to the measurable
phenomenon of heat dissipation. Understanding the thermodynamics of
the growth of microbial or other cells thus implies studying, among other
things, why growing cellular cultures generate heat and how much.

Indeed, heat is a very universal byproduct of all biological phenomena,
including those that are exploited in biotechnology at large scale (Table 1).
Yet heat effects in cellular cultures often go unnoticed when one is working
with conventional laboratory equipment because most of the heat released
by the culture is lost to the environment too quickly to give rise to a per-
ceivable temperature increase. This, however, is completely different in
microbial cultures at large scale [5–8]. As opposed to laboratory reactors,
industrial-size fermenters operate nearly adiabatically due to their much
smaller surface-to-volume ratio. Thus all the heat released by the culture
must be removed by appropriate cooling facilities. It is therefore of great
practical importance to have sufficient quantitative information on micro-
bial heat release when designing the cooling facilities for biotechnological
processes.
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Table 1. Heat generation rates in biological processes.

Organism Reference Heat generation

Watts per
organism

Watts
per

kg live
mass

Watts
per

kg dry
mass

Man Frenz [78] 140 1.7 –

Guinea pig Lavoisier and
de Laplace [79]

3.5 3 –

Lotus flower
(during
thermogenesis
period)

Lamprecht
et al. [80]

0.3 6 –

Bumble bee in
nest (June)

Schultze-
Motel [81]

0.005 30 –

Bumble bee in
nest (July)

Schultze-
Motel [81]

0.03 200 –

Yeast culture
at rest

Birou and von
Stockar [82]

– 5 25

Yeast culture
growing at
�max

Birou and von
Stockar [82]

– 250 1250

Methanogenic
bacteria
growing at
�max

Schill et al. [51] – 900 4500

The continuous generation of heat by microbial cultures could also be
used as a basis for an on-line monitoring of the microbial activity and
metabolism. If the temperature increase in the cooling water, its flow rate,
and the other relevant energy exchange terms such as agitation and evapo-
ration rates were measured systematically, the heat dissipation rate of the
cellular culture could quantitatively be monitored on-line in industrial fer-
menters. The information contained in this signal could, in principle, be
used together with other on-line data in order to optimize the bioprocess
and for on-line process control [8].
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2.1.2 The First Law and energy balances

Heat generation rates are usually measured in some sort of calorimeters or
suitably equipped laboratory reactors on the basis of an energy balance.
Such devices are often dynamically operated open systems as the one de-
picted in Figure 2. Applying the First Law to such systems yields

�V � NcP �
dT

dt
D PQC PW C

X

e

PVe� NcP � .Te � T / �
X

j

�rjH � rjV; (1)

where PVe and Te denote the volumetric flow rate and the temperature, re-
spectively, of the material flowing into the system through the e-th ex-
change port, whereas �rjH indicates the molar enthalpy of the j -th re-
action occurring inside. The derivation of Eq. (1) from the First Law of
Thermodynamics is given in Appendix A (see also von Stockar et al. [9]).
Equation (1) is the classical basis for relating measured heat release rates
PQ to the processes occurring in reaction calorimeters. It allows for several

chemical transformations, each characterized by its �rjH value.
In biological calorimetry, one is often not interested in a multitude of

the chemical transformations as suggested by the last term of Eq. (1), but
only in the cellular growth reaction proceeding at rate rX and characterized
by �rHX . In simple cases, such as in microbial growth, this growth reac-
tion may be formulated as a so-called macrochemical equation with fixed

Figure 2. System considered for establishing the energy balance Eq. (1) for
heat measurements.
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stoichiometry. A typical example reads:

1

YX=S
SC YA=XAC YN=XNH3 ! XC YP=XPC YC=XCO2C YW=XH2O; (2)

where S, A, X, and P represent the carbon and energy source, an electron
acceptor, the newly grown biomass, and a catabolic waste product, respec-
tively. YX=S denotes the biomass yield on the carbon and energy source
(C-mol of biomass = C-mol of S), Yi=X the other yields. All these yields
may be regarded as stoichiometric coefficients of the growth reaction. An
experimentally observed example of Eq. (2) is presented in Appendix B.

It is then assumed that all other chemical transformations such as neu-
tralization, gassing out, etc., only contribute constant minor signals and
may be “lumped” into the base line. The same is done with heat losses that
cannot be picked up by the heat measurement system. Hence the equation
is thus often presented in a simplified form as follows:

�V � NcP �
dT

dt
D PQC PW C

X

e

PVe� NcPe.Te � T / ��rHX � rXV; (3)

where PQ now represents the heat signal deviating from this base line only.
PVe and NcPe stand for the entering molar flow rate and the mean heat capacity

of the mixture entering through the e-th exchange port, respectively, and
�rHX represents the heat of reaction (2), and rX denotes its rate (C-mol
m�3 s�1/.

On the basis of Eq. (3), it is possible to (i) predict heat dissipation rates
for live cultures, or conversely to (ii) use measured heat dissipation rates to
determine the enthalpy of growth, �rHX, or to (iii) observe the biological
activity, i.e., rX, on-line. In order to measure heat dissipation PQ, a calori-
metric technique has to be applied to the bioreactor.

2.1.3 Calorimetric measuring techniques

In order to obtain results meaningful for biotechnology, the calorimetric
experiment must be performed under tightly controlled culture conditions.
Moreover, all other relevant process parameters and variables must be mea-
sured during the culture. Conventional microcalorimeters do not normally
meet these criteria, although microcalorimeter designs exist that afford at
least some mixing and oxygenation, so that aerobic cultures with modest
oxygen uptakes can be studied (cf. e.g., [10]). Yet experimental problems
remain severe for the highly aerobic cultures of interest in biotechnology.
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Figure 3. Principles of flow-through calorimeters. Reprinted with permission
from von Stockar and Marison [5].

As a result, a number of researchers tried to alleviate problems asso-
ciated with microcalorimeters by growing the culture in a standard bench-
scale fermenter and by pumping a continuous sample stream through a flow
microcalorimeter (Figure 3). Experience with this calorimetric technique
has been reported, e.g., by Gustafsson and co-workers [11,12], who studied
the energy balance during growth of the yeast Saccharomyces cerevisiae for
different periods during batch growth, and by Guan et al. [13], Guan and
Kemp [14], Kemp and Guan [15], who demonstrated the usefulness of this
approach in measuring the feeble heat dissipation rates of animal cell cul-
tures. More recently, Maskow et al. [16] used this approach for controlling
the conversion of toxic substrates by bacteria.

Other efforts over the last three decades have resulted in different types
of calorimeters at the bench scale. These can be operated like standard
laboratory fermenters but enable measurement of the heat dissipation rate
in situ. Consequently, they are especially well suited for quantitative re-
search under process-relevant conditions and for the highly aerobic cultures
of interest in biotechnology and biochemical engineering. The first devel-
opment of this kind was due to Cooney et al. [17] and became known as
“dynamic calorimetry”. Meanwhile several research groups have operated
bench-scale calorimeters of various types [5, 18–26]. Figure 4 shows one
of these, based on the measuring principle known as “isothermal reaction
calorimetry”. A commercial version called RC-1 is marketed for chemical
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Figure 4. Principles of isothermal reaction calorimetry (reprinted with per-
mission from von Stockar and Marison [5]).

reactions by Mettler AG, Greifensee, Switzerland. It can be transformed
into a bioreactor [27–29].

The RC-1 is composed of a 2 l jacketed glass reactor, through the jacket
of which is pumped a silicone oil at the rate of 2 l s�1 (see Figure 4). The
temperature of this oil TJ is controlled by a special thermostat in the cir-
culatory system and can be modified quite rapidly. This is achieved by
mixing warm and cool oil in different proportions using an electronic valve
operated automatically by a computer. The temperature TR in the reaction
vessel itself is measured very accurately and the control algorithm adapts
the temperature TJ continuously in such a way that TR remains at its set
point value. The different TR � TJ is a measure for the heat flow rate trans-
ferred to the jacket (W) and may be used to determine the latter according
to Eq. (4):

� PQ D UA.TR � TJ/; (4)

where U and A stand for the heat transmission coefficient (W m�2 K�1)
and the effective heat transfer area (m2/, respectively. The product U � A
can be measured by activating an internal calibration heater.

Bench-scale calorimeters cannot normally compete with microcalorime-
ters with respect to measurement sensitivity. Whereas the latter can mon-
itor heat signals as low as 10 µW per ml of sample volume, the detection
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Figure 5. Structure of a chip calorimeter. Components: (1) sample, (2) hot
junctions, (3) cold junctions, (4) chip heater, (5) extremely thin membrane,
(6) rim. Adapted from Maskow and Harms [31]. The sample (1) could be as
small as a few dozens of nanoliters [33].

limit of the commercial version of the RC-1 is about 100 mW=l. Due to
systematic improvements of the Bio RC-1, it is possible to push this limit
down to ˙5–10 mW=l, which comes at least close to the performance of
microcalorimeters [30].

In contrast to the modified RC-1, the calorimeters designed and oper-
ated by van Kleeff et al. [19], Meier-Schneiders [23], and Maskow and
Babel [26] are based on heat balances around the fermenter vessel. Such
calorimeter–fermenters are thermally insulated from their environment to
minimize heat losses. An active compensation heater/cooler is installed in
the fermentation broth in order to keep TR at the set point. By performing
a heat balance incorporating all known heat exchange effects with the en-
vironment, the heat generation due to the biological activity .�rHX � rXV /

can be calculated based on Eq. (3).
In more recent times it has been demonstrated that the problem associ-

ated with biotechnology cannot only be alleviated by scaling the instrument
up to the bench scale, but rather by scaling it down to yield a chip calorime-
ter [31–34]. The principle of this device, shown in Figure 5, consists in
measuring either the adiabatic temperature increase that results from a re-
acting mixture in a sample injected into the measuring cell, or the steady-
state temperature during continuous flow of sample as compared with the
temperature obtained from a continuous flow of reference sample. The
temperature sensors, the heat sink, and the sample channels are integrated
into a single chip. Due to the miniaturization the measurement is extremely
fast and heat losses are essentially minimized. For the injection mode the
signal-to-noise ratio is therefore virtually independent of the sample vol-
ume, thus permitting the investigation of very small samples. The chip
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calorimeter is believed to hold considerable potential in monitoring biore-
actors in the at-line mode, in a flow-through mode, and also in calorimetric
investigations of biofilms.

2.1.4 Typical heat generation curves during microbial growth

A typical heat release curve obtained during the aerobic growth of a yeast
culture is shown in Figure 6, [35]. As can be seen from the figure, the heat
dissipation rate Pq as a function of time may be integrated to obtain a curve
showing the total heat (Q) generated up to a certain point in time, which
parallels the biomass concentration x (g l�1 dry mass) quite nicely. It is
therefore not surprising to find a straight correlation when plotting Q as
a function of x (Figure 7, left). The slope of this correlation indicates the
amount of heat generated per unit dry biomass formed and is a measure for
the molar enthalpy of reaction �rHX as shown in the next paragraph.

Equation (3) may be simplified for such measurements if (i) the calori-
meter is operated strictly isothermally, thus eliminating its left-hand side,
(ii) the effect of mechanical work done on the culture such as mechanical
stirring may be assumed to be small and constant, thus allowing to handle
PW in the base line, and (iii) the calorimeter is either a closed system or if

entering streams are carefully pre-thermostated such that Te D T , therefore
also doing away with the second last right-hand side term. Equation (3)
then reduces to

PQ D �rHX � rXV; or (5)

PQ

rXV
D
Pq

rX
�

Q

x � x0
D �rHX: (6)

The negative of this value is sometimes called the “heat yield” (YQ=X/.
As can be seen from Figure 7 (right), the cumulative amount of heat re-

leased also correlates linearly with the total amount of oxygen consumed,
thereby giving rise to another type of heat yield (YQ=O/ or the molar en-
thalpy of reaction per mole of oxygen consumed (�rHO/. Similar linear
correlations would be found with the amounts of any of the major metabo-
lites consumed or released appearing in Reaction (2), provided the stoi-
chiometry of this reaction stays constant during growth. The different cor-
responding molar enthalpies of reaction �rHi are linked to each other by
the stoichiometry, Eq. (2). It may be shown that for the example of Reac-
tion (2) measuring one of the stoichiometric coefficients and one of these
reaction enthalpies suffices for determining all the other coefficients. Con-
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Figure 6. Heat release during batch growth of yeast Kluyveromyces marx-
ianus. Solid squares: substrate concentration s (g=l); solid dots: heat evo-
lution rate Pq (W=l); open squares: dry biomass grown x � x0 (g=l); open
circles: integrated heat Q (kJ=l). Reprinted with permission from Birou et
al. [35].

Figure 7. Correlation of total heat released with amount of dry biomass
grown (left) and with total amount of oxygen consumed (right) [35].

versely, the enthalpies of reaction �rHi may be calculated if two stoichio-
metric coefficients in Eq. (2) are known.

A selection of experimentally measured heat yields for aerobic and an-
aerobic growth is reported in Table 2. In this table the energy content of
the substrates is indicated by the degree of reduction. As explained below,
the degree of reduction closely parallels the energy content of a substance
in term of its heat of combustion, �cHi .

It may be seen that the biomass yield YX=S increases with the degree of
reduction, whereas the heat yield YQ=X appears to stay more or less con-
stant for low degrees of reduction but to increase at high �S. On the other
hand, the heat yield per oxygen YQ=O remains fairly constant, scattering
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around a value of 450 kJ mol�1, despite considerable variations of the heat
per biomass grown YQ=X, and of the growth yield itself [35].

The latter observation may be explained by the fact that the energy con-
tent of any organic compound in terms of its heat of combustion is di-
rectly proportional to the amount of O2 consumed upon combustion. On
the other hand, the degree of reduction indicates by definition the number
of electrons transferred to oxygen by the combustion of a C-mole of a given
organic compound, which is proportional to the number of mole of oxygen
consumed. Therefore, the heat of combustion of any compound is also
directly proportional to its degree of reduction. The proportionality coeffi-
cient is very nearly the same for most organic compounds [36–38]. Thus
the standard C-molar enthalpy of combustion�cH

0
i may be estimated quite

accurately as

�cH
0
i D Q0 � �i ; (7)

whereQ0 was shown experimentally to amount to about �109:0 kJ=degree
of reduction [39].

It is obvious that Eq. (7) predicts that the enthalpies of combustion are
different for organic compounds with different degrees of reduction. A C-
mole of ethanol, for example, will exhibit a heat of combustion 150% of
that of a C-mole of a common carbohydrate, because the degrees of re-
duction of ethanol and carbohydrate are 6 and 4, respectively. However,
if �cH

0
i is expressed per 1 mole of oxygen consumed, the same value of

C440 kJ per mole of O2 is predicted because, irrespective of the nature
of the electron donor, oxygen has always the same degree of reduction of
�O2
D �4.

Since growth, too, is a partial combustion, the same ratio of heat gener-
ation to oxygen consumption must hold. As a result, the ratio of heat pro-
duction to oxygen consumption in all aerobic processes, whatever the strain
involved and even if some amounts of fermentation products are formed,
is always approximately given by 4Q0, i.e., 440 kJ/mol. This is in fair
agreement with the observed average value of 450 kJ mol�1 [35]. This ra-
tio, called sometimes the calo-respirometric coefficient, is the basis for the
so-called “indirect calorimetry.”

For anaerobic growth the above argument would predict an athermal pro-
cess since no oxygen is consumed. However, as reported in Table 2 the
enthalpy change per C-mole of biomass grown may be smaller or even
considerably larger than for aerobic growth. While in aerobic growth the
dependence of YX=S and YQ=S on the degree of reduction �S was explained
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a long time ago in terms of “energy-limited” and “carbon-limited” sub-
strates [40], no such explanation has ever been developed for anaerobic
growth. The definite explanation has thus to await a deeper analysis based
on the Second Law in the next section of this text.

2.1.5 On-line monitoring and control of bioprocesses by heat
dissipation measurements

As explained earlier, the measurement of heat generation rates becomes
easier at large scale due to the diminished surface-to-volume ratio. Such
measurements therefore provide a simple way to monitor the biological
activity of a culture and thus to control the bioprocess. This approach has
been demonstrated on a 300 l pilot-scale bioreactor producing biological
pesticides in India by Voisard et al. [8]. Later Türker [7] applied the method
to a 100 m3 industrial bioreactor.

The best way to aid bioprocess monitoring by heat dissipation measure-
ments is undoubtedly to combine them with other on-line measurements. In
large-scale bioreactors, oxygen uptake and carbon dioxide evolution rates
are often routinely monitored anyway. The same is true for the continuous
determination of the consumption of acid and base to keep the pH con-
stant. If on-line heat monitoring is added as well, the resulting four on-line
rate measurements may be combined with typically five constraints result-
ing from balances for carbon, degree of reduction, nitrogen, charge, and
energy to yield a considerably over-determined set of rates, at least for typ-
ical microbial bioprocess stoichiometry. It is therefore possible to check
for gross measurement errors, to reconcile the data for more probable val-
ues, and to determine the unmeasured rates, including the growth rate, on
line [41, 42].

2.2 The Second Law: Free energy dissipation, driving force,
and growth

2.2.1 Entropy and growth

Growth of unicellular organisms such as microbes occurs spontaneously
and is obviously a highly irreversible phenomenon. It must therefore be
coupled with the production of entropy. In relation to growth reactions this
seems contradictory, because growth reactions produce matter in a highly
organized form from a set of very simple small molecules. One intuitively
gets the impression that growth decreases the entropy rather than producing
it.
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This contradiction may be resolved by contemplating an open-system
entropy balance for the growing cell (Figure 8). The formulation of bal-
ances for the cell depicted in Figure 8 may be simplified with respect to
the energy balance treated in Section 2.1 by assuming (i) that the surface
of the cell is the only exchange port through which material may enter or
leave, and that the cell operates at (ii) constant pressure and (iii) constant
temperature. Simplification (i) is possible because the system does not in-
clude the whole culture vessel, but only the biomass contained in the broth.
Allowing for these constraints, an entropy balance reads [2, 43]

dS

dt
D
PQ

T
C
X

i

Nsi � Pni � Nsx � Pnx C PSprod: (8)

According to this balance, the variation of entropy in the cell with time
is given by the sum of all entropy fluxes exchanged with the environment
plus the rate at which entropy is produced by irreversible processes ( PSprod/.
Entropy may be exchanged with the environment due to heat transfer to or
from the cell denoted by PQ=T (dQrev=T represents the entropy increase
in closed systems). In open systems, entropy is also imported or exported
through metabolites entering or leaving the cell. Nsi denotes the partial molar
entropy carried by the i -th metabolite and Pni its molar rate of exchange,
whereby positive values indicate assimilation rates. Newly formed biomass
is treated as a product of the cell leaving it at a C-molar rate of Pnx. Its partial
molar entropy Nsx tends to be low due to the high degree of organization of
matter. The Second Law of Thermodynamics constrains the rate of entropy
production by irreversible processes PSprod to non-negative values (Eq. (9)).
It represents the actual driving force for the process:

PSprod � 0: (9)

Due to constant entropy production at rate PSprod and due to the fact that
newly formed cells of low entropy content leave the cell but have been syn-
thesized by importing high-entropy metabolites, entropy could in principle
accumulate in the cell and lead to thermal cell death or to structural disor-
ganization. In order to avoid this, the cell must constantly export the excess
entropy, i.e., it must keep dS=dt at zero by making the sum of the first
three terms on the right-hand side of Eq. (8) negative. This is precisely the
role of catabolism. There are two ways in which catabolism can export ex-
cess entropy: First, by creating a large flux of small and/or gaseous waste
molecules from the substrate, thereby exporting it in the form of chemi-
cal entropy and making

P
i Nsi Pni strongly negative; and second, by releas-

ing considerable amounts of heat, thereby making PQ=T strongly negative.
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Figure 8. Illustration of an entropy balance for a growing cell. Reprinted
with permission from von Stockar et al. [2].

This is the fundamental reason why virtually all living organisms constantly
generate heat.

2.2.2 Gibbs energy and growth

If Eq. (8) is multiplied by T and substracted from an enthalpy balance
around the cell formulated in an analogous way to Eq. (8), a Gibbs energy
balance results [2] (Figure 9). Assuming again constant pressure and tem-
perature and accounting for only the cell surface as matter exchange site, it
reads:

dG

dt
D PW C

X

i

�i � Pni � �x Pnx � T PSprod: (10)

In Eq. (10), PW stands for the power or work done on the cells, and �i and
�x for the chemical potential of the i-th metabolite and the newly grown
cells (kJ=C-mol) in the broth, respectively. The latter (�X/ tends to be high
due to the low entropy of biomass. In order to avoid death, the cell has
to keep dG=dt at zero despite a constant loss of Gibbs energy through the
newly formed biomass .��x Pnx/ and through dissipation or destruction of
Gibbs energy represented by the term .�T PSprod/, which can only be neg-
ative. In phototrophs, this loss is replenished by a positive PW term in the
form of photons. Chemotrophs on the other hand have a catabolism that
feeds on high Gibbs energy substrates and release low energy waste prod-
ucts, thereby making

P
i �i Pni so positive that it overcompensates ��x Pnx

and �T PSprod. The result is a continuous decrease of Gibbs energy in the
surrounding medium.

The rate of Gibbs energy destruction in the surrounding medium may
be found by using a molar balance for substituting the import/export rate
of Gibbs energy in the balance above. Assuming again that the cell sur-
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Figure 9. Illustration of a Gibbs energy balance for a growing cell. Reprinted
with permission from von Stockar et al. [2].

face acts as the only exchange port, the molar balance (see Eq. (A.3), Ap-
pendix A) simplifies to

dni
dt
D Pni C �i � rXV; (11)

where dni=dt is zero because the cell works at steady state. The stoichio-
metric coefficients �i for a typical microbial growth reaction are given by
Eq. (2). Solving this for Pni and substituting into Eq. (10) for a cell working
at steady state, (dG=dt D 0) yields [43]

�rGX � rXV D PW � T � PSprod (12)

with

�rGX �
X

i

�i�i D �rHX � T�rSX; (13)

where �rGX is the molar Gibbs reaction energy of the macrochemical re-
action (2). The sum in Eq. (13) has to be performed over all constituents of
the macrochemical Eq. (2) including biomass.

In non-photosynthetic growth PW is usually zero. In this case, Eq. (12)
shows that �rGX � rXV (kJ=s) reflects the rate at which cells export the en-
tropy produced within them by irreversible processes into the fermentation
medium. �rGX must clearly be negative for growth to occur since PSprod

can only be positive. �rGX � rXV therefore also reflects the rate at which
Gibbs energy is dissipated by irreversible processes occurring in the cells.
The Gibbs energy in the growth medium will thus decrease at a correspond-
ing rate, as can be shown easily by a Gibbs energy balance over the whole
bioreactor.

Due to its direct relationship with the rate of entropy generation in the
case of PW D 0 (Eq. (13)),�rGX is called the driving force for its conjugate
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flux rXV , i.e., for growth. According to irreversible thermodynamics, it
exerts a determining influence on the magnitude of this conjugate flux, i.e.,
on the growth rate. Equation (12) shows (for PW D 0) that the more negative
�rGX is, the more entropy may be produced per biomass grown, which
results in a higher growth rate according to irreversible thermodynamics.
As shown by Eq. (13), the driving force has an enthalpic and an entropic
part, which correspond to the export of entropy in the form of heat and in
the form of high entropy molecules, respectively.

2.2.3 The relationship between driving force and biomass yield

The relationship between the driving force for microbial growth�rGX and
the biomass yield YX=S is best understood by splitting the macrochemical
reaction into a catabolic and an anabolic part (Figure 10). If the anabolic
reactions in the cell, which are the ones actually synthesizing the new
biomass from chemical compounds serving as carbon, nitrogen, and other
sources, were considered independently of other processes, they would cer-
tainly not entail a strong decrease, but might rather give rise to an increase
of Gibbs energy. Since biomass would then be in a state of higher Gibbs
energy than the growth substrates, biomass could not be synthesized, but
would rather have the tendency to decay into simpler molecules. In order
to prevent this and to drive biomass synthesis “up-hill” against a potentially
positive Gibbs energy gradient, anabolic reactions are coupled in live cells
by biochemical mechanisms to a so-called energy yielding or catabolic re-
action that is sufficiently exergonic to make the combination of the two
reactions possible (Figure 10).

Whether the resulting overall change of Gibbs energy for this combina-
tion is really negative and by which amount is mainly determined by the
biomass yield YX=S (C-mole dry biomass synthesized per C-mole of car-
bon and energy substrate consumed). If the partial driving forces for the
catabolic and biosynthetic reactions, �Gcat and �Gbios respectively, were
known, the remaining driving force per mole of energy substrate consumed
�rGS could be calculated as a function of the biomass yield as follows [3]:

�rGS D .1 � YX=S/ ��Gcat C YX=S ��Gbios: (14)

In inefficient growth systems with small biomass yields, the “payload”
would be small, and only a small amount of biomass would be produced
per carbon and energy substrate consumed and YX=S in Eq. (14) would re-
main small. However, the overall �rGS would remain highly negative, be-
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Figure 10. Gibbs energy transduction from energy-yielding to biosynthetic
reactions. The latter may be bioenergetically “up-hill” and might proceed
from biomass to substrate if left alone. In living cells, they are however
coupled to an energy-yielding reaction and thus pulled up against their own
driving force. The energy-yielding reaction has a strong driving force down-
wards. The degree of coupling in the sense of stoichiometry existing between
the two determines the biomass yield, but also the amount of residual driving
force, �G, remaining for both reactions together.

cause the positive �G of anabolism would hardly make its weight felt on
the downward pull of catabolism. In Eq. (14), the second right-hand term
would only add a very small positive amount of Gibbs energy to the very
highly negative first right-hand-side term. Growth would thus be vigorous
but would only yield a small amount of biomass.

Conversely, in efficient growth with a high biomass yield, the load would
be much more important and would neutralize a large part of the negative
�G of catabolism, thereby leaving only a small negative�G for the overall
process. On the other hand, a lot of biomass would be formed per substrate
consumed and YX=S would be high. At the limit, the “payload” could be so
large that the two terms on the right-hand side of Eq. (14) would compen-
sate each other. �rG would then be zero and the two forces in equilibrium.
This situation would define the highest YX=S allowed by the Second Law of
Thermodynamics. It would represent growth at the thermodynamic equi-
librium, which would thus proceed at an infinitely slow rate.

It is obvious that real microbial growth systems must strike a compro-
mise between two unfavorable extremes: A very low “payload” would
provide a high overall driving force and the metabolism would proceed
vigorously, but only little biomass would be formed and YX=S would be
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small. If, on the other hand, growth occurred too close to thermodynamic
equilibrium, the biomass yield would indeed be optimal, but growth would
proceed so slowly that the organism would always be outgrown by competi-
tors. Real organisms must therefore have a �rGX and a YX=S somewhere
between these two extremes. This will later be illustrated on the basis of
real data (cf. Figure 12).

3 Quantitative investigation of the relationship between
heat generation, Gibbs energy dissipation,
and biomass yield

3.1 Calculation procedures for predicting the energy dissipation
as a function of biomass yield

3.1.1 General equations

Over many years, energy dissipation and biomass yields have been mea-
sured for a variety of microbial growth systems in the laboratory of the
author [2, 3, 6, 43]. In these studies, the dissipation of energy in the form
of heat was directly measured in a reaction calorimeter and compared with
predictions from an energy balance. The Gibbs energy dissipation was
evaluated based on the observed stoichiometry.

For these investigations, the enthalpy and the Gibbs energy of reaction
had to be evaluated based on their definition:

�rG
0 D �

X
�i�cG

0
i ; (15a)

�rH
0 D �

X
�i�cH

0
i : (15b)

The stoichiometric coefficients �i are defined by the yield factors in Eq. (2)
and must be determined experimentally. The enthalpies and Gibbs energies
of combustion (�cH

0
i and �cG

0
i , respectively) were known from thermo-

dynamic tables. A simplification has however been introduced in formu-
lating Eq. (15). It consists in replacing all Gibbs energies and enthalpies
of reaction by their standard values. This is justified because in processes
involving whole cells the concentration dependency is usually negligible as
compared with the standard value.

The heat of combustion for dried biomass was determined by direct mea-
surements in a combustion calorimeter [44]. However, the Gibbs energy
of combustion of dry biomass cannot be measured experimentally. There
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are many more or less speculative estimations for �cG
0
X in the literature,

which are mostly based on model estimates for the entropy of dry biomass
(for a review, see von Stockar and Liu [43]). The only value of the absolute
entropy in dry biomass with an experimental basis was determined by low-
temperature calorimetry by Battley et al. [46]. Combining this with heat of
combustion data yields an estimation for the Gibbs energy of combustion
of dry biomass of �cG

0
X D �515 kJ=C-mol for S. cerevisiae. Since the

elemental composition of dry biomass is known to be fairly constant from
one strain to another, this value may also be used for other types of biomass
as a good estimate of �cG

0
x .

In order to use Eq. (15), one needs numerical values for the stoichiomet-
ric coefficients or yields in Eq. (2). The biomass yields YX=S were deter-
mined experimentally, and the product yield YP=X from a degree of reduc-
tion balance. YN=X turns out to be equal to xN from a nitrogen balance, and
the other yields are often immaterial if the completely combusted state is
used as a reference state.

3.1.2 Simplified calculations based on a formal energy-yielding
and a biosynthetic reaction

The influence of the biomass yield on both the driving force �rGX and
its enthalpic component �rHX becomes clearer if the stoichiometry of the
overall growth process (Eq. (2)) is split up formally in an energy-yielding
and a biosynthetic reaction as shown in Figure 10.

The underlying assumption of Figure 10 is that all carbon compounds in
biomass are directly synthesized from the carbon substrate. Compared to
real biochemistry, this is obviously a gross oversimplification. In reality,
hundreds of different constituent components of biomass are derived from
different points along the catabolic series of reactions. Hence, trying to use
a real formulation of anabolism is unpractical due to the complexity of its
details, which are often unknown [47]. Rather, a formal though somewhat
unrealistic split such as the one in Figure 10 may be assumed. Although
�Gbios may not bear a realistic signification, prediction will be correct pro-
vided that �G for biosynthesis and catabolism are not used separately.

Therefore, many formal ways of splitting the overall growth stoichiom-
etry into catabolism and a formal anabolic reaction may be proposed and
have been used in the literature, including the one shown in Figure 10.
A numerical example of an experimentally observed growth stoichiome-
try and different ways to split it into catabolism and biosynthesis is given
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Figure 11. Gibbs energy transduction from energy-yielding to biosynthetic
reactions. In formulating the biosynthetic reaction it was assumed that all of
the substrate is catabolized first and biomass then synthesized from catabolic
products. Reprinted with permission from von Stockar et al. [2].

in Appendix B. One way treated in Appendix B to perform this split is to
assume that all of the carbon and energy substrate is first catabolized and
some of the products of catabolism are then used to synthesize biomass, as
depicted in Figure 11.

This split is obviously even less realistic, but it affords particularly easy
computational procedures. This is why the split depicted in Figure 11 will
be used for all further calculation in this contribution. It has been shown by
von Stockar et al. [3] that although different formal biosynthetic reactions
such as proposed in Figures 10 and 11 assign different values to�Gbios, the
results obtained for�rGX (or�rHX/ as a function of the biomass yield and
�Gbios will always be the same, provided Eq. (14) and its enthalpy analog
are correctly adapted to the chosen formal biosynthetic reaction. It should
also be kept in mind that the same results could always be obtained by
calculating the stoichiometric coefficients in Eq. (2) from an experimen-
tally determined biomass yield by applying elemental balances, and then
computing �rGX (or �rHX/ based on Eq. (15). The advantages of the
formalism proposed in this section lie in the graphical visualizations it per-
mits, such as Figures 10 and 11, as well as in the easiness with which the
necessary equations are written and manipulated.

Following the split proposed in Figure 11, the catabolic and anabolic
reactions have to be formulated as shown in the following equations (for an
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example, see Appendix B):

Reaction (a) (Catabolism):

SC Y a
AA ) Y a

P PC Y a
SOXSOX �H 0

a ; �G
0
a ; (16a)

Reaction (b) (Biosynthesis):

Y b
P PC Y b

SOXSOXC Y b
NNH3) XC Y b

AA �H 0
b ; �G

0
b : (16b)

These equations have been generalized in order to enable them to cover
also cases in which the carbon and the energy substrate are not identical.
In Eq. (16), S stands for the energy source in the growth reaction, A for the
electron acceptor, P for the reduced form of A, and SOX denotes the oxi-
dized form of S. In heterotrophic growth S is also the carbon source, yield-
ing H2O as P and CO2 as SOX, whereas in autotrophic growth A, which
then is CO2, provides the carbon. In fermentative or reductive growth,
A and S are the same compound (cf. Table 3).

In a vast majority of cases, only S, X, P, and NH3 have a heat of combus-
tion and a Gibbs energy of combustion different from zero, and thus only
those compounds are relevant for calculating the enthalpy and the Gibbs en-
ergy of reaction. The values for Y a

P and for Y b
P needed for this calculation

are obtained in a straightforward manner by applying a degree of reduction
balance; the one for Y b

N, by applying a nitrogen balance.

Table 3. Examples of energy source, electron acceptor, reduced electron
acceptor, and oxidized energy source for the growth systems discussed in
this review. Adapted from von Stockar and Liu [43].

Metabolism S A P SOX

Aerobic growth glucose O2 H2O CO2

Ethanol fermentation glucose glucose EtOH CO2

Lactic acid fermentation lactose lactose lactate lactate

Acetotrophic CH3COOH CH3COOH CH4 CO2
Methanogenesis
Autotrophic H2 CO2 CH4 H2O
methanogenesis

Energy
source

Electron
acceptor

Reduced
electron
acceptor

Oxidized
energy
source

Examples of:
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As a result, the enthalpies and Gibbs energies of reaction (16a) (cata-
bolism) and reaction (16b) (anabolism) may be computed very simply as:

�G0a D �cG
0
S �

�S

�P
�cG

0
P ; (17a)

�G0b D
�X

�P
�cG

0
P ��cG

0
X C xN ��cG

0
N; (17b)

�H 0
a D �cH

0
S �

�S

�P
�cH

0
P ; (18a)

�H 0
b D

�X

�P
�cH

0
P - �cH

0
X C xN ��cH

0
N: (18b)

The stoichiometry for the growth reaction as a whole is obtained by divid-
ing Eq. (16a) by YX=S and adding the result to Eq. (16b):

1

YX/S
S C YA=XAC YN=XNH3 ! X C YP=XPC YSOX=XSOX: (19)

Performing the same operation on �G0a and �G0b yields the relationship
between the driving force of the entire growth process and the biomass
yield:

�rG
0
X D

1

YX=S
�G0a C�G

0
b : (20a)

A similar relationship may be derived for the standard heat of reaction and
the biomass yield:

�rH
0
X D

1

YX=S
�H 0

a C�H
0
b : (20b)

�rG
0
X and �rH 0

X are the overall Gibbs energy and enthalpy change, re-
spectively, expressed in kJ per C-mole biomass grown.

3.2 Aerobic growth

In several experimental research projects [3, 6, 43] the biomass yields were
measured for aerobic batch and chemostat cultures under very many dif-
ferent growth conditions at varying specific growth rates, and �rG0X val-
ues were calculated according to Eq. (20a). In addition, the enthalpic part
of the driving force of growth, �rH 0

X, was measured directly by apply-
ing reaction calorimetry and compared with values computed according to
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Eq. (20b). The�rG0X and�rH 0
X values are plotted against the correspond-

ing biomass yields in Figure 12, along with Eqs. (20a) and (20b) (thick
and thin curve, respectively). The thick curve shows clearly that the driv-
ing force ��rG0X for growth decreases as a function of assumed biomass
yields, as predicted qualitatively in Section 2.2.3.

The corresponding thin line for �rH 0
X is very close to the one for Gibbs

energy, which indicates that T�rS
0
X, which ought to separate the two lines,

is close to zero. It may be concluded that aerobic growth on glucose is
driven almost entirely by an enthalpy change, or that the entropy produced
by irreversible processes is exported practically exclusively in the form
of heat rather than in the form of small waste molecules (cf. end of Sec-
tion 2.2.1). The maximal value of YX=S allowed by the Second Law, i.e.,
the yield that reduces ��rG0X to zero, is calculated to be close to 1 C-
mol/C-mol. Since the thin line corresponding to �rH 0

X is above the line
for �rG

0
X , this means that, from a purely thermodynamic point of view,

Figure 12. Standard Gibbs energies (�rG0X, calculated) and standard en-
thalpies (�rH 0

X, measured) of the growth reaction versus biomass yields for
aerobic growth on glucose. Thick line,�rG0X calculated from Eq. (20a); thin
line, �rH 0

X calculated from Eq. (20b); open symbols, �rG0X calculated for
experimental biomass yields; full symbols, �rH 0

X measured by calorimetry;
dots/circles, K. marxianus; squares, C. utililis; triangles, S. cerevisiae; dia-
monds, C. pseudotropicalis; inverted triangles, E. coli. Adapted from von
Stockar et al. [2].
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a very slightly endothermic aerobic growth process would be possible with
a biomass yield close to unity and practically no release of carbon dioxide.

Despite the enormous differences in strains, growth conditions and rates,
the actually measured biomass yields as well as the measured reaction en-
thalpies fall within quite a narrow range. The biomass yields are quite high,
yet still far away from the theoretical maximum. This probably reflects the
compromise between two unfavorable extremes discussed in Section 2.2.3.
The driving forces �rG0X consequently do not vary widely and are com-
prised between �250 and �500 kJ per C-mole of dry biomass grown. The
measured�rH 0

X values fall into a similar range. If the energy balances had
been closed, the respective points should lie on the thin line, representing
the predictions obtained from Eq. (20b). (The open symbols fall on the
thick line, because �rG0X values cannot be measured but were calculated
from measured YX=S values in the same way as the thick line (Eq. (20a)).)

3.3 Ethanol fermentation

Figure 13 represents a similar plot as Figure 12, but for anaerobic growth
of K. marxianus and S. cerevisiae. The catabolic reaction produces ethanol
according to

C6H12O6 ! 2CH3CH2OHC 2CO2: (21)

The thin line representing �rH 0
X is now widely separated from the thick

Gibbs energy of reaction line and indicates much lower negative values.
The measured reaction enthalpies were around �100 kJ=C-mol only and
confirm the calculated line quite well. Despite this dramatically lower
heat generation, vigorous growth occurred and the calculated Gibbs energy
change still reached between�240 and�340 kJ per C-mole of dry biomass
grown. The separation of�rG0X and�rH 0

X shows that a large T�rS
0
X term

contributed to the total driving force. In this case, about 2=3 of the driv-
ing force was entropic and the same fraction of entropy generated in the
cells was exported as chemical entropy in the form of the small molecules
generated by the catabolic reaction (see Eq. (21)).

It is noteworthy that the Gibbs energy change of this culture is still of the
same order as the ones observed for aerobic growth, despite the fact that
the thick line is located completely differently in the plot. Due to the much
smaller Gibbs energy change of the catabolic reaction, Eq. (16a), this line
now indicates much less negative�rG0X for a given biomass yield. It could
be hypothesized that the biomass yields in anaerobiosis are reduced to an
extent permitting the culture to maintain the same overall driving force for
growth.
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Figure 13. Standard Gibbs energies (�rG0X, calculated) and standard en-
thalpies (�rH 0

X, measured) of the growth reaction versus biomass yields
for ethanol fermentation on glucose. Thick line, �rG0X calculated from
Eq. (20a); thin line, �rH 0

X calculated from Eq. (20b); open symbols, �rG0X
calculated for experimental biomass yields; full symbols, �rH 0

X measured
by calorimetry; dots/circles, S. cervisiae; squares, K. marxianus. Adapted
from von Stockar and Liu [43].

3.4 Lactic acid fermentation

Figure 14 represents the driving forces as a function of biomass yields for
anaerobic growth of Lactobacillus helveticae, which generates its energy
from the following catabolic reaction [48]:

C6H12O6 ! 2CH3CHOHCOOH: (22)

Although this catabolic reaction might be expected to export the excess
entropy almost solely by producing small molecules from large ones, Fig-
ure 14 shows a majority of the driving force to be enthalpic. The reason is
the fact that at the growth-sustaining pH, lactic acid is immediately neutral-
ized, thereby yielding a considerable amount of heat. This neutralization
reaction has been taken into account when calculating the ��rG0X curve in
Figure 14, and it may be seen that the Gibbs energy driving forces resulting
from the measured biomass yields are again of the same order of magnitude
as in the previous cases.
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Figure 14. Standard Gibbs energies (�rG0X, calculated) and standard en-
thalpies (�rH 0

X, measured) of the growth reaction versus biomass yields for
homolactic fermentation on glucose by L. helveticus. Thick line, �rG0X cal-
culated from Eq. (20a); thin line, �rH 0

X calculated from Eq. (20b); open
symbols, �rG0X calculated for experimental biomass yields; full symbols,
�rH

0
X measured by calorimetry. Adapted from von Stockar et al. [2].

3.5 Acetotrophic methanogenesis

The most extreme case of entropy-driven growth investigated as yet are
anaerobic cultures of the bacterium Methanosarcina barkeri, which derives
its energy from the following reaction (J. S. Liu et al. [49]):

CH3COOH) CH4 C CO2: (23)

As may be seen in Figure 15, the �rH 0curve is not only dramatically sep-
arated from the �rG0 curve, but it is even above the zero line. This means
that this culture not only does not produce any heat, but on the contrary ab-
sorbs heat and cools its environment down. As shown by the solid squares
on the line, calorimetric measurements confirmed the endothermic nature
of this culture and corresponded well with the calculated predictions. This
is so far the only experimental demonstration of the existence of an en-
dothermic life form. M. barkeri exports the excess entropy by turning one
molecule in the aqueous state into two gaseous molecules, which increases
the entropy in the bioreactor considerably.
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Figure 15. Standard Gibbs energies (�rG0X, calculated) and standard en-
thalpies (�rH 0

X, calculated or measured) of the growth reaction versus
biomass yields for acetotrophic methanogenesis by M. barkeri. Thick line,
�rG

0
X calculated from Eq. (20a); thin line,�rH 0

X calculated from Eq. (20b);
open symbols,�rG0X and�rH 0

X calculated for experimental biomass yields;
full symbols, �rH 0

X measured by calorimetry; squares, this work; circles,
literature values. Adapted from Liu et al. [49].

The corresponding driving force for growth is sufficiently large to permit
the culture to grow despite the fact that it must excrete waste products (CH4
and CO2/ of higher chemical energy than the feedstock (acetate), thereby
forcing it to absorb the difference in the form of heat. Nevertheless, with
�500 kJ=C-mol the overall driving force �rG0X is again of the same order
of magnitude as in all the other cases.

Entropy export in the form of producing gaseous molecules has been
found potentially important in other growth processes, such as photosyn-
thesis [50].

3.6 Autotrophic methanogenesis

Figure 16 shows the same calculation as Figure 15, but for the strictly
anaerobic growth of Methanobacterium thermoautotrophicum on H2 as
electron donor. The catabolic reaction for this culture is

CO2 C 4H2) CH4 C 2H2O: (24)
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Figure 16. Standard Gibbs energies (�rG0X, calculated) and standard en-
thalpies (�rH 0

X, calculated or measured) of the growth reaction versus
biomass yields for autotrophic methanogenesis by Methanobascterium ther-
moautotrophicum. Thick line, �rG0X calculated from Eq. (20a); thin line,
�rH

0
X calculated from Eq. (20b); open symbols, �rG0X calculated for ex-

perimental biomass yields; full symbols, �rH 0
X measured by calorimetry.

Adapted from von Stockar and Liu [43].

Here, again, a relatively large T�rS0X separates �rH 0
X from �rG

0
X, but in

this case, the entropy change is negative. The decrease of entropy, result-
ing from the conversion of many small gas molecules (H2!) into larger
ones, must be compensated for by a very large degradation of chemical en-
ergy into heat (�rH 0

X/. Therefore, the heat yield YQ=X (ca 4000 kJ=C-mol)
is many times higher than for aerobic growth [51]. Methanogenesis from
H2 and CO2 therefore appears to be characterized by an extremely high
enthalpic driving force which serves to counteract the entropy decrease oc-
curring when H2 and CO2 are transformed into methane. The Gibbs energy
dissipation ranges from about �800 to �1000 kJ=C-mol and is also much
higher than for aerobic growth (about �400 kJ=C-mol).

3.7 The relationship between heat generation and free energy
dissipation

According to the foregoing sections, microorganisms need to dissipate a
certain amount of Gibbs energy corresponding to a certain driving force
�rG

0
X in order to grow at a reasonable rate. In all cases discussed above
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with the exception of autotrophic methanogenesis, this dissipation fell into
the range of about �250 to �500 kJ=C-mol. The relationship between this
dissipation and the heat generation of microbial cultures depends on how
the driving force is subdivided into an enthalpic and an entropic part.

The driving force for growth �rG0X and its subdivision into an enthalpic
and an entropic part are depicted schematically for different types of en-
ergy metabolism in Figure 17. The overall driving force itself, which has
been found to often fall into a relatively narrow range, appears symbol-
ically at the left of this figure. The bars and arrows further to the right
demonstrate, however, that the separation of the driving force into an en-
thalpic and an entropic part differs widely from one case to another. Aer-
obic respiration, for instance, is enthalpy driven practically to 100% with
the T�rS0X term (arrows) being insignificant. Fermentative metabolism,
shown on the left of respiration, has lesser ��rH 0

X values because no ex-
ternal electron acceptors are involved. However, fermentations invariably
rip substrate molecules apart into smaller entities, thereby generating an
increase of chemical entropy in the medium that can be harnessed as driv-
ing force. In the case of M. barkeri, shown just right of the overall driving
force�rG0X, this entropic driving force has to overcome a positive enthalpy

Figure 17. Schematic representation of enthalpic and entropic contribution
to the driving force of microbial growth according to�G0 D �H 0�T�S0.
Adapted from Von Stockar and Liu [43].
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change, which makes the culture endothermic and acts as a partial driving
force in the wrong sense. It was thus proposed to call this enthalpy re-
tarded growth [43]. In the way of an example at the opposite extreme, the
catabolism of autotrophic methanogenesis leads to a reduction of chemical
entropy in the medium, which has to be overcome by an overly negative
enthalpic driving force. These growth processes are therefore very exother-
mic [52] and could be called entropy retarded.

The question arises whether one can predict the way in which the driving
force will be split up into an enthalpic and an entropic part. A relation-
ship between �rHX and �rGX may be derived by eliminating YX=S from
Eqs. (20a) and (20b). The result is

�rH
0
X

�rG
0
X

D
�H 0

a

�G0a

�
1 �

�G0b
�rG

0
X

�
C
�H 0

b

�rG
0
X

: (25)

A similar relationship has been developed by Heijnen et al. [47]. In aerobic
growth, �H 0

a � �G
0
a and �G0b � �H

0
b . In anaerobic growth, both �G0b

Figure 18. Plot of�rH 0
X=�rG

0
X against�H 0

cat=�G
0
cat for aerobic and anaer-

obic growth. Open keys: �rH 0
X were calculated based on an enthalpy bal-

ance; solid keys: �rH 0
X were measured calorimetrically. Adapted from von

Stockar and Liu [43].
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and �H 0
b are small compared to �H 0

b . The result is in both cases

�rH
0
X

�rG
0
X

�
�H 0

a

�G0a
D 1C

T�S0a
�G0a

: (26)

Equation (26) shows that the ratio of the enthalpy change and the Gibbs
energy change accompanying growth ought to be approximately equal to
the same ratio for the catabolic reaction alone.

This prediction is tested in Figure 18 by plotting the ratio of calorimet-
rically measured enthalpy changes and Gibbs energy changes calculated
for the observed growth stoichiometry by Eq. (20a) versus �H 0=�G0 for
catabolism. The latter ratio may readily be estimated based on thermody-
namic tables. Despite variations from �1 to over 4 in the latter ratio the
correlation holds surprisingly well. Therefore, if �rG0X can be estimated
(see below), the heat dissipation �rH 0

X may also be predicted by multiply-
ing the former with �H 0=�G0 for catabolism alone.

4 Application: Prediction of the biomass yield

Biomass or growth yield in cellular growth constitutes one of the key pa-
rameters in any scientific research project involving cellular cultures, since
it determines the final biomass or cell concentration that may be obtained.
It must be optimized imperatively in any biotechnological project, in order
to produce reasonable amounts of biological material for scientific analysis
and research. Optimizing the biomass yield is also of prime importance in
industrial biotechnology for obtaining large product amounts and synthesis
rates, both of which determine the economic viability of any bioprocess [3].

In view of its dominating importance among the parameters that char-
acterize the growth behavior of cellular cultures, the prediction of biomass
yield will serve as an example for the usefulness of thermodynamics as ap-
plied to biotechnology utilizing live cultures. The discussion will be limited
to microbial cells because of the difficulties in analyzing the complexities
of animal and other non-microbial cells. Even so, the challenge is consid-
erable since growth yields for different microbial strains vary even under
optimal conditions by about two orders of magnitude from less than 1% to
more than 80% of C-mole dry biomass grown per C-mole of energy source
consumed (for a graphic representation, see von Stockar et al. [3]). Bio-
thermodynamics is expected to explain this variation and to yield a rational
basis for correlating the data.
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4.1 Prediction based on growth efficiency analysis and irreversible
thermodynamics

When developing a thermodynamic analysis for predicting biomass yields,
it would seem natural to translate a large amount of experimentally mea-
sured growth yields into thermodynamic efficiency factors and to search
for a way to correlate these. To this effect, many different bioenergetic ef-
ficiency coefficients have been defined [40, 53–56], but it has been shown
that many of these boil down to a so-called energy transducer efficiency
characterizing the fraction of the Gibbs energy released by the driving re-
action (a) that can be recovered in the form of Gibbs energy stored in the
newly grown biomass [57]:

� D �
YX=S�G

0
b

�G0a
: (27)

The most rigorous basis for developing a correlation for or even predicting
thermodynamic efficiency factors is probably the linear energy transducer
theory developed by Kedem and Caplan [58], Caplan and Essig [54], and
Stucki [59] and reviewed by Gnaiger [60] and Westerhoff [61]. This theo-
retical development may be used to link practically important culture char-
acteristics such as YX=S and � to fundamental parameters of irreversible
thermodynamics. Although it is not possible to predict these parameters
from first principles, and despite the fact that it is difficult to foresee
whether such parameters are constant at all and under what circumstances,
the theory can still be expected to yield some insight and predictions con-
cerning the most probable or optimal values of the biotechnological char-
acteristics.

The linear energy transducer theory is based on the assumption that
the optimal bioenergetic efficiency would be the one affording the highest
growth rate. In order to compute the growth rate as a function of the bioen-
ergetic efficiency, the rate at which the catabolic reaction ra is proceeding
is first modeled according to the principles of irreversible thermodynamics:

ra D Laa � .��Ga/C Lab � .��Gb/: (28)

Laa andLab denote the phenomenological coefficients linking the rate of re-
action to its conjugate driving force and to the force exerted by the biomass
synthesis process, respectively. (Lab is negative and slows catabolism down,
but the same coefficient also appears in a similar equation for rb and ensures
that this rate is positive and that the reaction runs uphill against the positive
Gibbs energy of reaction.)
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If the two reactions are completely coupled and no “slip” exists, Lab may
be replaced [62] by �.Laa � Lbb/

1=2. In addition, it can be shown that the
biomass yield is linked to the phenomenological coefficients as follows [3]:

YX=S D

s
Lbb

Laa
: (29)

Substituting these two expressions into Eq. (28) yields ra as a function of
the biomass yield.

Since the reactions (a) and (b) have been defined as shown in Figure 11
assuming that the energy source is first completely catabolized and some
of the catabolic products are then used to synthesize biomass, the rate
of biomass synthesis rb may subsequently be computed from the rate of
catabolism as follows:

rb D YX=S � ra: (30)

The result is

rb D Laa � .��G
0
a / �

�
YX=S � Y

2
X=S

�G0b
�G0a

�
: (31)

This expression already shows that the rate of biomass synthesis goes
through a maximum. However, the maximum may be seen more clearly
when expressing rb in terms of power P D �rb�G

0
b , i.e., the rate at which

Gibbs energy is recovered in the newly synthesized biomass. If in addition
YX=S is substituted by � by using Eq. (27), one obtains

P D Laa�G
2
a � � � .1 � �/: (32)

This expression may intuitively be understood. The power of Gibbs energy
incorporation in new biomass must at the same time be proportional to
the fraction of Gibbs energy retained in the biomass, i.e., to �, as well as
to the growth rate, which in turn is proportional to the fraction of Gibbs
energy dissipated and hence to 1 � �. A plot of this function would show
a maximum at � D 0:5. This illustrates quite well the compromise that
must be stricken: both at � D 0 and at � D 1 the power becomes zero, and
the maximum is found at an efficiency of 50%.

In order to test several different concepts for correlating and predicting
the biomass yield, Liu et al. [62] assembled a database of measured mi-
crobial biomass yields with over 200 different data points. This database
was also used to test the prediction that the bioenergetic efficiency ought to
amount approximately to 50% based on the linear energy transducer con-
cept. As can be seen on Figure 19a, this prediction holds in aerobic cultures
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Figure 19. Bioenergetic efficiency as a function of the degree of reduction for
a large number of literature results. (a) aerobic growth alone; (b) all results.
Key: diamonds, aerobic growth; solid dots, anaerobic growth.

more or less. Most of the bioenergetic efficiency values varied from 0.4 to
0.6 for the stains investigated [3], and several literature reports of a wide va-
riety of experimental data confirm that the thermodynamic efficiency often
cluster around 50% (see, e.g., [3]).

However, the theory fails completely to predict the thermodynamic ef-
ficiency of anaerobic cultures. It was known already for a long time that
these are much lower, often only amounting to a couple of percent or less.
As shown in Figure 19b the bioenergetic efficiencies of aerobic and anaer-
obic growth taken together vary in an unpredictable way from above 60%
down to close to 0%. Moreover, Heijnen and van Dijken already pointed
out in 1992, [47] and 1993, [63] that the concept of thermodynamic effi-
ciency is plagued with serious internal inconsistencies. Their values indeed
depend on exactly how the biosynthetic reaction is formulated. If Figure
10 is used to define them rather than Figure 11, one obtains much smaller
values for �G0b , which in a considerable number of cases even turn out
to be negative. Consequently, the thermodynamic growth efficiencies, too,
become very small and in many cases negative (for data see, e.g., [3]). As
compelling as the energy converter model may seem, it is not able to predict
meaningful optimal growth efficiencies.

4.2 Prediction based on energy transfer coefficients

One of the earliest methods to predict microbial biomass yields for environ-
mental applications was presented in 1969 by McCarty [64]. It was later
considerably refined [65, 66] and finally resulted in the so-called Thermo-
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dynamic Electron Equivalents Model (TEEM [67,68]). Biomass synthesis,
catabolic reactions, and reaction Gibbs energies are systematically formu-
lated per electron equivalent. The method otherwise resembles the analysis
presented in Section 4.1 in that the prediction is based on an empirical av-
erage value of an energy transfer coefficient " defined in quite an analogous
way to � (Eq. (27)):

" D �
f 0S

1 � f 0S
�
�GS

�Gr
; (33)

where f 0S is the fraction of the electrons in the energy substrate that end up
in the new biomass, and�GS and�Gr stand for the reaction Gibbs energy
of the biomass synthesis and the catabolic reaction, respectively.
" was found to be more or less close to 0:37 in many heterotrophic aero-

bic growth processes. Therefore, f 0S may be predicted by solving Eq. (33)
for it and subsequently transformed into a C-molar biomass yield as fol-
lows:

YX=S D f
0

S

�S

�X
: (34)

There is no clear reason why the energy transfer coefficient should adopt
a constant value. The Second Law only places an upper bound of unity
upon ". The concept also suffers from the problem that " like � adopts
different values according to the formulation of the biosynthetic reactions.
However, McCarty [68] proposes to assume that the carbon source is first
transformed into Acetyl–CoA and provides an estimate of �G of biomass
synthesis from this intermediate based on the reported value of the ATP
requirement.

The method was found to yield erroneous values for growth involving
oxygenases and C1carbon and energy substrates, and was subsequently
modified and improved for these cases [69–71].

The yield predictions obtained by this method have been shown by van
Briesen [72] to be comparable to those obtained from another well-estab-
lished method (see next section) for oxidative organo-heterotrophic growth.
However, the reliability and the accuracy of this method do not seem to
have been tested systematically for lithothrophic, autotrophic, or anaerobic
growth.

4.3 Gibbs energy dissipation correlations

As opposed to bioenergetic or the energy transfer efficiencies, the value of
the Gibbs energy of the growth reaction �rG0X does not depend on how
the biosynthetic reaction is formulated. This prompted Heijnen and van
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Dijken to search for a correlation for �rG0X rather than an efficiency mea-
sure as a basis for the prediction of the growth yield. Such a correlation
was expected to be particularly simple to use because no assumptions on
metabolic details would be required.

The compromise between the two unfavorable extreme situations that
may have emerged during evolution (cf. Section 2.2.3) does perhaps in-
deed not involve an optimum energetic growth efficiency, but rather a cer-
tain amount of dissipated Gibbs energy. What might have happened during
evolution is shown in Figure 20. Because of marked differences in �Gcat

and �Gan in different microorganisms, the relation between biomass yield
and Gibbs energy dissipation as indicated by Equation (20a) are numeri-
cally rather different from one type of catabolism to another (Figure 20).
During evolution, however, an optimal amount of Gibbs energy change
ranging in many cases perhaps from �300 to �400 kJ per C-mole might
have emerged. In each habitat, microorganisms dissipating more than this
amount might have been outgrown by competitors with higher biomass
yields, whereas other organisms with a lesser Gibbs energy dissipation
might have been outgrown by competitors who grew faster.

Therefore different species of microorganisms might have adjusted their
biomass yield in such a way that their Gibbs energy dissipation would fall
more or less into that range.

If such a general rule permitting to estimate �rG0X actually exists, the
biomass yield can be estimated by solving Eq. (20a) for it:

YX=S D
�G0a

�rG
0
X ��G

0
b

: (35)

In a search for such a rule for use in Eq. (35), Heijnen and van Dijken [47,
63] examined �rG

0
X values computed from a large literature basis and

found that it is not really constant but depends on the degree of reduction
and on the number of carbon atoms of the carbon source. They proposed
the following empirical correlation:

��rG
0
X D 200C 18 � .6 � nC/

1:8

C expŒ¹.3:8 � �C/
2º0:16 � .3:6C 0:4 � nC/� (kJ=C-mol): (36a)

For growth with reverse electron transport they proposed:

�rG
0
X D �3500 (kJ=C-mol): (36b)

The coefficients have no physical significance. However, by inspecting
Eq. (36a) one finds that the Gibbs energy dissipation is minimal for car-
bon substrates of a degree of reduction of about 3.8 and of a number of
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Figure 20. Gibbs energy of reaction calculated as a function of biomass
yields from Eq. (20a) for (a) aerobic growth on glucose, (b) anaerobic ethanol
fermentation on glucose, (c) lactic acid homofermentative growth on glucose,
(d) acetotrophic methanogenesis. The shaded area may represent a favorable
compromise between high growth efficiency and high growth rate. Pairs of
broken lines: range of biomass yields for aerobic and acetotrophic methano-
genetic growth. Adapted from [3].

carbon atoms of about 3. Organisms growing on carbon sources which
have a different degree of reduction and/or a number of carbon atoms ap-
parently tend to dissipate considerably more Gibbs energy. This has been
explained [47, 63] by assuming that biomass is produced from precursors
which have a degree of reduction of 3.8 and 3 carbon atoms. Growth on
a substrate with these characteristics is therefore the easiest way to syn-
thesize biomass from a biochemical point of view and requires the least
amount of driving force. However, organisms that grow on carbon sub-
strates that markedly differ from these values will have to first transform
these into the precursor molecules. This needs more biochemical steps,
and therefore more Gibbs energy must be dissipated for driving the added
metabolic transformations.

More recently, a much simpler correlation was proposed as follows [62]:

�rG
0
X D

666:2

�S
C 243:1 (kJ=C-mol) for �S � 4:67; (37a)

�rG
0
X D 157�S � 339 (kJ=C-mol) for �S > 4:67; (37b)

where �S denotes the degree of reduction of the energy source.
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Both Eqs. (36) and (37) were used in Eq. (35) in order to compare their
ability to predict the biomass yields of a database containing 205 literature
values including, among others, the whole database used earlier by Heijnen
and van Dijken. It turned out that Eq. (37) predicted the biomass yield of
reaction with a similar standard error of prediction of about 8% as Eq. (36)
despite its dramatically simpler form. Even when �rG0X was simply as-
sumed to be approximately constant such as suggested by Figure 20 and
a value of �500 kJ=C-mol was used in Eq. (35), the biomass yields were
still predicted to about plus or minus 11% [62].

4.4 Predictions based on ATP balances

Early attempts to correlate the biomass yields were not based on thermody-
namics, but rather on ATP balances [73–75]. The general idea was to esti-
mate the amount of ATP yielded by catabolic reaction, and to compare the
number with the so-called YATP, which reflects the amount of ATP required
to biosynthesize a unit of dry biomass. However, the method requires quite
a large amount of metabolic information in order to estimate these ATP
amounts and is thus not that useful for a yield prediction of novel, unknown
strains. Since the concept is not based on thermodynamics, it will not be
further discussed here.

5 Thermodynamic analysis of culture parameters other
than growth yield

5.1 Product and energy yields

Product yields may also be estimated as long as the product results from
catabolism. As it may be expected that the use of biofuels will increase
dramatically in the near future and that even a growing fraction of bulk
chemicals will be produced in a sustainable way in biorefineries, thermo-
dynamic analyses of product formation and of the fraction of the energy
retained in biofuels may become of interest for comparing different pro-
cess options. Such processes will undoubtedly make use of the potential
of anaerobic microorganisms to synthesize vast amounts of catabolic prod-
ucts from renewable resources. An actual analysis of this type is beyond
the scope of this contribution, but the following lines are intended to be
a very simple sketch of how such analyses could be performed.

The product yield YP=S may easily be estimated by multiplying the basic
microbial growth stoichiometry shown in Eq. (19) by YX=S. The product
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yield will then appear as the stoichiometric coefficient of P. By performing
a degree of reduction balance one obtains

YP=S D
�S

�P
�
�X

�P
� YX=S: (38)

Estimating the biomass yield as described in the previous section using
Eqs. (35) and (17) yields:

YP=S D
�S

�P
�
�X

�P
�

�XG0S � �S �
�CG

0
P

�P

�rG
0
X � �X

�cG
0
P

�P
C�rG

0
P

(39)

The first term on the right-hand side of this equation indicates the theoret-
ical maximum yield that could be obtained if one could work with solely
uncoupled catabolism. Since in real processes vigorous growth might of-
ten also be necessary, the real yield is lower by the second term on the
right, because some of the carbon source will be used for growing biomass.
(In advanced processing options, this loss might however be minimized by
working with immobilized biomass.)

The two values for the theoretical maximum yield and for the real yield
with full microbial growth are plotted in Figure 21 for the production of
different bulk chemicals from a renewable substrate that has been assumed
to have the characteristics of a carbohydrate (CH2O). It may be seen that the

Figure 21. Theoretical (left columns) and real (right columns) product
yields for several types of fermentations starting form carbohydrate as en-
ergy donor. The acetoclastic methanogenesis consumes acetate and not car-
bohydrate as substrate.
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Figure 22. Energy recovery fraction for enthalpy (Enth ER) and Gibbs en-
ergy (Gibbs ER) that would be possible in different types of fermentations.
Significance of columns and starting material like that in Figure 21.

yields differ quite substantially and may reach values approaching 100%.
Bioethanol reaches only an average yield and would be outperformed by
some of the other biochemicals.

Figure 22 shows the enthalpic and Gibbs energy recoveries, respectively,
that could be obtained with different products. This would be of impor-
tance if these fermentations would be used to produce biofuels according
to different process variants. They have been calculated by multiplying the
product yields by the energy content of the product and by dividing by the
one of the carbon and energy substrate. It may be seen that the recovery
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fractions do not vary as widely as the product yields themselves. This is
due to the fact that degrees of reduction are now replaced in the calcula-
tions with the ratios of degrees of reduction divided by the corresponding
heat or Gibbs energy of combustion. It is widely known that these ratios
are much more constant from one compound to another than the degrees of
reduction themselves (cf. Eq. (7)).

Acetotrophic methanogenesis and acetobutylic fermentations reach very
high recovery fractions, with theoretical values even exceeding unity. This
is an indication that the fermentation may be endothermic, which has in-
deed been confirmed for the former case. Gibbs energy recovery cannot
reach unity, because the Gibbs energy of reaction can be neither zero nor
positive.

5.2 Thermodynamic analysis of maintenance requirements
and threshold concentrations

During the 1990s, Heijnen and coworkers undertook thermodynamic anal-
yses of a number of further essential parameters characterizing cellular
growth. For instance, the correlations for the biomass yield discussed so
far do not allow for the decrease of this parameter observed at low growth
rates due to maintenance reactions. A complete prediction of the growth
stoichiometry thus requires a correlation for estimating the maintenance
coefficient, which then enables one to compute YX=S at low specific growth
rates using the well-known Herbert–Pirt relation. Tijhuis et al. [76] placed
this argument on a thermodynamic foundation by observing that mainte-
nance reactions will increase the Gibbs energy dissipation rate as shown by
Eq. (40):

�rG
0
X � � D .�rG

0
X/min � � � .T � PSP/m: (40)

The left-hand side and the first term on the right-hand side of Eq. (40)
represent the total and the minimal Gibbs energy dissipation, respectively.
(�rG

0
X/min may be calculated by using Eqs. (36) and (37). The last term

of Eq. (40) describes the constant Gibbs energy dissipation due to mainte-
nance in kJ h�1 C-mol�1.

The following correlation for the maintenance Gibbs energy dissipation
was developed by Tijhuis et al. [76] based on an analysis of a large body of
published data:

.T PSP/ D 4:5 � exp

²
�Ea

R

�
1

T
�

1

298

�³
; (41)
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where the activation energy Ea amounts to 69 kJ=mol. According to the au-
thors, Eq. (41) reproduces the published data to within a standard deviation
between 40% and 50%.

Heijnen [77] also presents correlations for a number of kinetic growth
parameters. On the basis of the assumption that the liberation of Gibbs
energy in the electron transport chain is the growth limiting phenomenon,
an expression for �max was developed. He also developed thermodynamic
arguments for calculating the residual substrate concentration cmin at which
growth ceases due to maintenance requirements and the threshold substrate
concentration cthresh at which no more substrate can be taken up because the
driving catabolic reaction and the ATP generating system (e.g., the proton
motive force) are in equilibrium. While it is clear that these arguments
yield plausible values, the prediction methods have not been widely tested
and their accuracy is not known.

6 Conclusions

Live organisms must constantly dissipate Gibbs energy. In chemotrophic
microbes, this dissipation reflects directly the export of excess entropy
produced by all the irreversible processes associated with life functions.
Without continuous export, entropy produced in the cells would tend to
accumulate, thereby increasing its entropy content and thus would lead to
a breakdown of the highly organized structures existing in live biomass.
This problem is compounded in growing cells by the fact that they must
synthesize new biomass, which is characterized by an entropy content as
low or even lower than the one of the nutritional substrates, which have
been assimilated by the cells in order to construct the new biomass.

It is the role of the catabolic reactions to assure this entropy export.
Catabolism either converts some of the growth substrates into waste prod-
ucts of much lower energy content, thereby generating and exporting heat,
which represents one form of entropy export. This type of catabolism will
be accompanied by a strongly negative enthalpy change �rH , which can
be experimentally measured in a calorimeter. The ubiquity of the export
of entropy in the form of heat explains why almost all living organisms
dissipate heat. Yet another possibility, mainly seen in fermentations, is the
disintegration of substrate molecules into smaller ones, which thus contain
more entropy than the substrates and can be wasted into the environment
with a net loss of entropy for the cells. The export is thus accompanied by
an increase of chemical entropy in the medium, i.e., by a positive �rS . As
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has been experimentally demonstrated at least for one type of fermentation,
�rS may become so large that it may overcompensate for a positive�rH ,
thus enabling the existence of endothermic life forms.

Because of the fact that the negative Gibbs energy change of growth di-
rectly reflects the entropy export and thus the entropy production in chemo-
trophic cells, it may be regarded as the driving force for growth. Accord-
ing to non-equilibrium thermodynamics, the more entropy can be produced
during growth, i.e., the more �rG is negative, the faster metabolic pro-
cesses tend to run. As the principal contributor to a negative �rG is
catabolism, which does not produce any biomass, the driving force �rG
will be stronger and the growth faster, the smaller the biomass yield is.
Cells must therefore strike a compromise between the extremes of ultra-
fast, wasteful metabolism with very low yields on the one hand, and very
efficient but slow metabolism on the other hand. The analysis of a large
amount of experimental data suggests the hypothesis that microorganisms
might have reached this compromise by adapting their biomass yields in
such a way that an “optimal” driving force �rG ensues, which often lies
between �250 and �500 kJ=C-mol of dry biomass grown.

These concepts may be used in order to roughly predict important cul-
ture performance parameters. To this effect, a simple Gibbs energy balance
over the cell is solved for the growth yield, but one needs an estimation of
the amount of Gibbs energy the cells dissipate per unit of biomass grown.
The literature suggests several methods to obtain such an estimate, includ-
ing calculating it from empirical average values of an energy transfer effi-
ciency, from theoretical predictions of the bioenergetic efficiency based on
irreversible thermodynamics, or from direct empirical correlations of the
“optimal” reaction Gibbs energy dissipation accompanying growth. The
latter is particularly useful because it does not require any assumptions on
the details of anabolism, which are usually unknown, and because it has
been tested against a large amount of microbial growth data.

Employing the same concept, the catabolic product yield and the energy
yield may be assessed, which might be of use for strategic planning of
biorefineries and biofuel manufacture. Culture parameters such as specific
growth rates, maintenance requirements, and threshold concentrations have
also been shown to be amenable to Gibbs energy analysis.

However, the analysis reviewed in this contribution is essentially based
on a black-box approach, in which a single parameter (e.g., biomass yield)
will determine the entire stoichiometry. Although it may be extended to
more complex cases if additional yield coefficients are known, more com-
plicated phenomena such as yields of products that are unrelated to cata-
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bolism, stoichiometries in animal cell cultures, or the thermodynamic feasi-
bility of metabolic engineering projects cannot be analyzed based on such
a simple black-box model. To tackle them, a full-blown thermodynamic
analysis of genome-wide metabolism would be needed.
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List of symbols

A Heat transfer area, m2;

A Electron acceptor

NcP Mean heat capacity of system, kJ kg�1 K�1

�rG
0
i Standard Gibbs energy of reaction per mole of i , kJ mol�1

or kJ C-mol�1

�cG
0
i Standard Gibbs energy of combustion of i , kJ mol�1

or kJ C-mol�1

�G0cat; �G
0
a Standard Gibbs energy of catabolism, same units

(Eq. (16a))

�G0bios; �G
0
b Standard Gibbs energy of “biosynthesis” or “anabolism,”

same units (Eq. (16b))

�rH
0
i Standard molar enthalpy of reaction per mole of species i ,

kJ mol�1 or kJ C-mol�1

�cH
0
i Standard enthalpy of combustion of i , kJ mol�1

or kJ C-mol�1

�H 0
a ; �H

0
b Standard molar enthalpy of reaction of “catabolism” and

“anabolism,” kJ mol�1 or kJ C-mol�1 (Eq. (16))
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Nhi Partial molar enthalpy of i -th compound in the system

Pni;e Flow rate of i -th species into system, mol s�1

p Pressure, kPa

Q Total heat, kJ
PQ Heat flux into the system, W

Pq Heat flux exchanged between the system and the environ-

ment, W m�3

rj Reaction rate of j -th reaction, mol h�1 m�3

rS Rate of substrate consumption, C-mol h�1 m�3

rX Rate of growth, C-mol h�1 m�3

s Concentration of carbon and energy substrate, C-mol m�3

or mol m�3

PSprod Rate of entropy production, kJ K�1 s�1

�rS
0
i Standard entropy of reaction per mole or C-mole of i ,

kJ K�1 mol�1 or per mole or C-mole of i , kJ K�1 C-mol�1

Nsi Partial molar entropy of i , kJ K�1 mol�1 or C-mol�1

SOX Oxidized energy source

T System temperature, K

Te Temperature of stream entering or leaving through the

e-th exchange port

TR Reaction temperature, K

TJ Jacket temperature, K

U Overall transmission coefficient, W m�2 s�1

V Volume of system or culure, m3

PW Work supplied, W

X Biomass

x Biomass concentration, C-mol m�3

xk Atomic coefficient in elemental biomass formula,

with k D H for hydrogen, k D O for oxygen,

k D N for nitrogen

Yi=j Yield or stoichiometric coefficient of i per j , mol C-mol�1

or C-mol C-mol�1

YQ=X Heat yield on biomass, kJ C-mol�1
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YX=S Biomass yield, C-mol C-mol�1

�0i Karash degree of reduction (using CO2, H2O, and N2
as reference state). For a compound of atomic formula

CHxHOxONxN: �0i D 4C xH � 2xO

�i Generalized degree of reduction, using CO2, H2O, and

NH3 as reference state, �0i D 4C xH � 2xO

" Energy transfer coefficient (Eq. (33))

�i Chemical potential of i -th species

�i;j Stoichiometry coefficient of i -th species in

the j -th reaction

� Bioenergetic growth efficiency (Eq. (27))

� Density of system, kg m�3

P	j Absolute rate of reaction j , mol or C-mol s�1

Subscripts

A Electron acceptor

N Nitrogen source

O Oxygen

P Product

C CO2
S Carbon and energy substrate, or energy substrate

SOX Oxidized energy source

X Biomass

W H2O

i i -th chemical compound

e e-th entry or exit port. Without this subscript: referring to system

j j -th chemical reaction

Superscripts

a Pertaining to reaction (a) (Eq. (16))

b Pertaining to reaction (b) (Eq. (16))
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A Deriving heat balance equations for calorimetry
from the first law

Since calorimetric measuring devices are open systems often operating in
transients as shown in Figure 2, it is most useful to reformulate the First
Law dH D ıQC ıW C V dp as follows:

dH

dt
D PQC PW C V

dp

dt
C
X

e

X

i

Pni;e � Nhi;e; (A.1)

where the last term on the right hand represents the sum of the enthalpy
associated with compounds entering or leaving the system (see Figure 2).
Pni;e represents the molar flow rate of the i -th compound entering through
the e-th exchange port (negative if leaving) and Nhi;e denotes the partial mo-
lar enthalpy of i at the conditions prevailing at the e-th exchange port. V is
the volume of the culture broth. According to the First Law of Thermody-
namics, Eq. (A1) does not contain a source term.

dH=dt may be expressed in terms of measurable variables by the fol-
lowing total differential:

dH

dt
D CP �

dT

dt
C

�
@H

@p

�

T

dp

dt
C
X

i

Nhi
dni
dt
; (A.2)

where Nhi represents the partial molar enthalpy of the i -th compound within
the system. The rate of change of the number of moles of i in the system
dni=dt may be calculated by the following molar balance:

dni

dt
D
X

e

Pni;e C
X

j

�i;j � rj � V: (A.3)

In this equation, rj denotes the rate at which the j -th reaction proceeds
.mol m�3s�1/ and �i;j is the stoichiometric coefficient of the i -th com-
pound in the j -th reaction. Expressing the rate of change of the enthalpy
of the system dH=dt in Eq. (A.1) by Eq. (A.2) and replacing dni=dt by the
molar balance Eq. (A.3) yields

CP
dT

dt
D PQC PW C

�
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�
@H
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�

T;ni

�
dp

dt
(A.4)
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X

i

�i;j Nhi � rjV: (A.5)
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The heat capacity of the whole system CP may be replaced by �V NcP, where
NcP denotes the heat capacity of 1 kg of aqueous broth. Treating the system
as pseudo-homogeneous, the pressure dependence of its enthalpy may be
replaced by the following exact thermodynamic relation:

�
@H

@p

�

T;ni

D V � T

�
@V

@T

�

p;ni

: (A.6)

Whence
�
V �

�
@H

@p

�

T;ni

�
D T

�
@V

@T

�

p;ni

: (A.7)

The temperature expansion of the volume of aqueous liquids at constant
pressure is however negligibly small, so that the whole term may be ne-
glected for biotechnology. For the same reason, Nhi;e � Nhi may be assumed
to be pressure independent. Since both the culture broth and the entering
and leaving streams are aqueous suspensions, the same heat capacity may
be used for both. Hence,

Nhi;e � Nhi D NcPm � .Te � T /; (A.8)

where Te and T stand for the temperature in the entering or leaving stream
and in the culture broth, respectively, and NcPm for the molar heat capacity
of the aqueous suspension. The sum

P
i �i;j

Nhi is commonly designated by
�rjH , the molar enthalpy change of the j-th reaction (heat of reaction).

Introducing these simplifications into Eq. (A4) yields

�V NcP
dT

dt
D PQC PW C

X

e

NcPm.Te � T / � Pne �
X

j

�rjH � rjV: (A.9)

Allowing for NcPm � Pne D NcP � � PVe yields Eq. (1) of the main body of the
paper.

B Several formal ways to write biosynthetic
reactions [3,9]

Macrochemical growth equations of the type shown in Eq. (2) may be
split up formally into an energy-yielding (catabolic) and a biosynthetic
(anabolic) reaction in many different ways. In the way of an example,



Biothermodynamics of live cells 473

consider the growth stoichiometry of yeast growing aerobically on a carbo-
hydrate [3, 9]:

1:758 CH2OC 0:695 O2 C 0:15 NH3
! CH1:75O0:52N0:15 C 0:758 CO2 C 1:11 H2O: (B.1)

The first chemical formula in this equation (CH2O) denotes a C-mole of
a carbohydrate such as C6H12O6, which is assumed to serve as energy
source. The first formula on the right-hand side of Eq. (B1) stands for
a C-mole of dry biomass. (The latter also contains between 5% and 12%
other elements, commonly denoted as “ash,” which have been disregarded
in the above representation).

Since no other products such as ethanol were released in the supernatant,
growth was purely oxidative and the energy-yielding reactions (a) was res-
piration, which may be formalized as

CH2OC O2 ! CO2 C H2O; (B.2)

where CH2O denotes a C-mole of carbohydrate. This equation is a specific
example of reaction (a) presented in Eq. (16) in the main text.

However, as seen from comparing Figures 10 and 11, various variants
may be imagined for the synthesis of 1 C-mol of dry biomass. Even the
biosynthetic reaction shown in Figure 10 could be formalized in at least
two different ways:

(i) Synthesis directly from the carbon and energy source by producing
carbon dioxide:

1:065 CH2OC 0:15 NH3
! CH1:75O0:52N0:15 C 0:065 CO2 C 0:415 H2O; (B.3a)

(ii) Synthesis directly from the carbon end energy source by producing
oxygen:

CH2OC 0:15 NH3
! CH1:75O0:52N0:15 C 0:065 O2 C 0:35 H2O: (B.3b)

Figure 11 assumes that all the carbon and energy products are first
catatabolized. Hence,
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(iii) Synthesis of fresh biomass from the products of catabolism:

CO2 C 0:15 NH3 C 0:65 H2O

! CH1:75O0:52N0:15 C 1:065 O2: (B.3c)

The three equations (B.3a)–(B.3c) are specific examples for reaction (b)
presented in Eq. (16) of the main text.

Any one of them can be combined with the catabolic (B.2) reactions to
yield the experimentally observed stoichiometry equation (B.1). This must
be done in such a way as to obtain a stoichiometric coefficient of unity
for the biomass and of 1.758 for the carbon and energy source. (Since
this coefficient represents the inverse of the biomass yield YX=S, the latter
amounts to 1/1.758 = 0.659). To this effect, one of the biosynthetic equa-
tions (B.3a)–(B.3c) must be added to the catabolic equation (B.2) multi-

plied with a factor of 1�Y b
SOXYX=S

YX=S
, 1�YX=S

YX=S
, or 1

YX=S
for cases (i), (ii), or (iii),

respectively. (Y b
SOX is the stoichiometric coefficient for CO2 in Eq. (B.3a)

and is equal to 0.065 in the above numerical case.) This procedure will
always yield Eq. (B.1) shown above.

From Eq. (B.1), �rG0X and �rH 0
X may be computed by using Eq. (15)

of the main text. However, it is simpler to calculate the Gibbs energy
change �G0a or the enthalpy change of the catabolic reaction directly from
Eq. (B.2) and the Gibbs energy change �G0b (or the enthalpy change)
for biosynthesis from the appropriate biosynthetic stiochiometry (B.3a),
(B.3b), or (B.3c). �rG0X and �rH 0

X are then obtained by using Eqs. (20a)
and (20b), respectively. However, if the formal anabolic reaction was for-
mulated according to case (i) or (ii), the factor 1=YX=S in the first right-hand
side term of Eq. (20) would have to be replaced by

1 � Y b
SOXYX=S

YX=S
or

1 � YX=S

YX=S

for cases (i) and (ii), respectively.
Even with catabolic reactions other than respiration this computational

procedure remains simple. Since the number of stoichiometric coefficients
in the energy-yielding and biosynthetic reactions as formulated in
Eqs. (16a) and (16b) matches the number of elements, they have no degree
of freedom and they are readily equilibrated. (The general macrochemical
equation shown in Eq. (19) has five coefficients, which are constrained by
four elemental balances, thus leaving the biomass yield as the only degree
of freedom).



Biothermodynamics of live cells 475

Received December 16, 2009; accepted February 2, 2010.

Author information

Urs von Stockar, Laboratoire de Génie Chimique et Biologique, ISIC – Station 6,
Swiss Federal Institute of Technology, CH-1015 Lausanne, Switzerland.
E-mail: urs.vonstockar@epfl.ch





Editor-in-ChiEf
Jürgen U. Keller, Siegen

Editors
Efstathios E. Michaelides, San Antonio
Wolfgang Muschik, Berlin

Editorial advisory Board
Bjarne Andresen, Copenhagen
Adrian Bejan, Durham
Dieter Brüggemann, Bayreuth
Rainer Buchholz, Erlangen
Friedrich Dinkelacker, Hannover
Duong D. Do, Brisbane
Leopoldo S. García-Colín, Iztapalapa
Manfred Groll, Stuttgart
Joachim Gross, Stuttgart
Karl-Heinz Hoffmann, Chemnitz
Serafim Kalliadasis, London
Signe Kjelstrup, Trondheim
Georgy Lebon, Liège
Gérard A. Maugin, Paris
Christina Papenfuss, Berlin
Robert B. Raffa, Philadelphia
Miguel Rubi, Barcelona

Stephan Scholl, Braunschweig
Annie Steinchen, Marseille
Urs von Stockar, Lausanne
Jozsef Verhás, Budapest
Roland Winter, Dortmund
Muhammad H. Zaman, Austin

honorary Board
Boye Ahlborn, Vancouver
Dick Bedeaux, Leiden
Ronald Fox, Atlanta
Natalya Kizilova, Kharkov
Wolfgang Kollmann, Davis
Jacques Ricard, Paris
Stanislaw Sieniutycz, Warsaw
Manuel G. Velarde, Madrid

Journal of  
non-EquiliBrium 
thErmodynamiCs
 GEnEral indEx · volumE 35 · 2010





Contents of volume 35 (2010)

oriGinal PaPErs

A. Abbasi, M. Z. Saghir, M. Kawaji
theoretical and experimental comparison of the soret effect for 
binary mixtures of toluene and n-hexane, and benzene and n-heptane 1

B. Golfar, M. Nosrati, S. A. Shojaosadati
a thermodynamic approach to energy transduction in mitochondria  15

V. Bustos, M. Mayorga
non-equilibrium thermodynamics of magnetic colloids with 
tunable dipolar interactions 35

M. Eslamian, M. Z. Saghir
dynamic thermodiffusion theory for ternary liquid mixtures 51

D. M. Packwood, L. F. Phillips
non-equilibrium thermodynamics of the gas-liquid interface: 
measurement of the onsager heat of transport for nitrous 
oxide at the surface of water 75

K. I. Matveev
unsteady model for standing-wave thermoacoustic engines 85

N. M. Kocherginsky
semi-phenomenological thermodynamic description of chemical 
kinetics and mass transport 97

D. Sands, J. Dunning-Davies
the compound piston: resolution of a thermodynamic controversy 
by means of kinetic theory 125

R. Kümmel, R. U. Ayres, D. Lindenberger
thermodynamic laws, economic methods and the productive power 
of energy 145

A. Palumbo, A. Valenti, G. Lebon
thermodynamics of suspensions of polymeric chains in dilute
solutions 181

J. Heffer, J. Lewins
Boltzmann’s knock: auto-ignition delay times from arrhenius theory 199

A. M. Tsirlin, I. N. Grigorevsky
thermodynamical estimation of the limit potentialities of 
irreversible binary distillation 213

J. Non-Equilib. Thermodyn. 35 (2010) 
DOI 10.1515/JNETDY.2010.025 © de Gruyter 2010



Contents of Volume 35 (2010)ii 

R. K. Shukla, V. Dwivedi, A. Kumar, U. Srivastava
surface tension and excess molar volumes of trimethyl benzene 
with tetrahydrofuran, tetra chloromethane and dimethyl sulfoxide 235

V. A. Cimmelli, A. Sellitto, V. Triani
a new perspective on the form of the first and second laws in rational 
thermodynamics: Korteweg fluids as an example 251

V. A. Cimmelli, D. Jou, A. Sellitto
Propagation of temperature waves along core-shell nanowires 267

A. Pérez-Madrid, J. M. Rubí, L. C. Lapas
non-equilibrium stefan–Boltzmann law 279

N. Dubinin, A. Yuryev, N. Vatolin
Gibbs–Bogoliubov variational procedure with the 
square-well reference system 289

A. Annila, S. Salthe
Physical foundations of evolutionary theory 301

S. I. Serdyukov, N. M. Voskresenskii
Behavior of entropy in non-classical heat conduction of 
incompressible media 323

H. Herrmann, J. Engelbrecht
the balance of spin from the point of view of mesoscopic 
continuum physics for liquid crystals 337

R. K. Niven
simultaneous extrema in the entropy production for steady-state 
fluid flow in parallel pipes 347

L. Restuccia
on a thermodynamic theory for magnetic relaxation phenomena due to
n microscopic phenomena described by n internal variables 379

U. von Stockar
Biothermodynamics of live cells: a tool for biotechnology and
biochemical engineering 415

GuEst Editorial

B. Andresen
Joint European thermodynamics Conference 10 195



analytical subject index volume 35 (2010)

Acoustic bursts 85
Activation temperature 199
Aerobic growth of bacteria 415
Auto-ignition 199

Balance equation of spin 337
Biochemical engineering 415
Biological membranes 15
Biomass 415
Biotechnology 415
Biothermodynamics 415

Chemical kinetics 97, 199
Colloids 35
Combustion theory 199
Compound piston 125
Core-shell nanowires 267

Damping of ideal gas motion 125
Dissipation in parallel flows 347
Dissipation processes in ideal gases 125
Distillation column, irreversible losses 213
Distillation, heat and mass transfer 213
Dumbbell model 181

Economic elasticities 145
Energy storage in living cells (ATP) 15
Entropy production 323
Entropy production in fluid flow 347
Ethanol fermentation 415
Evolution theory 301
Excess molar volume 235
Exergy in economics 145
Extended irreversible thermodynamics 181
Extended thermodynamics 323

Ferrofluids 35
Fluid flow in parallel pipes 347
Fokker-Planck equation 35, 97

Gas-liquid interface of N2O solved 
in water 75

Gibbs-Bogoliubov variational 
procedure 289

Hard-sphere fluid 125
Heat of transport in thermodiffusion 51
Heat transfer, thermoacoustically 

induced 85
Heat waves 267
Heat-sound interactions 85
Hydrocarbon mixtures 51
Hyperbolic heat transfer 323

Internal variables 251, 379

Korteweg fluids 251

Laser spectroscopy 75
Laws of thermodynamics 251
Liquid crystals 337
Liquid metal state 289
Live cells 415
Ludwig-Soret effect 1

Magnetic colloids 35
Magnetic relaxation 379
Magnetizable isotropic media 379
Mass transport 97
Maxwell‘s equations 379
Membranes 15
Mesoscopic continuum physics 337
Methanogenesis 415
Mitochondria 15
Molecular interactions 235

Nanowires 267
Natural selection 301
Non-associating fluids 1

J. Non-Equilib. Thermodyn. 35 (2010) 
DOI 10.1515/JNETDY.2010.026 © de Gruyter 2010



Analytical Subject Index Volume 35 (2010)iv 

Non-classical heat conduction 323
Non-Hamiltonian systems 301

Onsager heat of transport 75

Peng-Robinson equation of state 1
Pipe network 347
Polymers in solutions 181
Productive power of energy 145

Radiation, non-equilibrium 279
Rational thermodynamics 251
Rectification column 213

Seawater-carbon dioxide interactions 75
Second law of thermodynamics 301
Semi-phenomenological thermodynamics 

of processes 97
Sodium (Na) liquid state 289
Soret coefficient 51
Square-well model 289
Stefan-Boltzmann law 279
Surface tension 235
Suspensions of polymers 181

Temperature waves 267

Thermal radiation 279
Thermoacoustic engine 85
Thermodiffusion 1
Thermodiffusion for ternary mixtures 51
Thermoeconomics 145
Trimethylbenzene 235



index of authors

Abbasi, A. 1
Andresen, B. 195
Annila, A. 301
Ayres, R. U. 145

Bustos, V. 35

Cimmelli, V. A. 251, 267

Dubinin, N. 289
Dunning-Davies, J. 125
Dwivedi, V. 235

Engelbrecht, J. 337
Eslamian, M. 51

Golfar, B. 15
Grigorevsky, I. N. 213

Heffer, J. 199
Herrmann, H. 337

Jou, D. 267

Kawaji, M. 1
Kocherginsky, N.  M. 97
Kumar, A. 235
Kümmel, R. 145

Lapas, L. C. 279
Lebon, G. 181
Lewins, J. 199
Lindenberger, D. 145

Matveev, K. I. 85
Mayorga, M. 35

Niven, R. K. 347
Nosrati, M. 15

Packwood, D. M. 75
Palumbo, A. 181
Phillips, L. F. 75
Pérez-Madrid, A. 279

Restuccia, L. 379
Rubí, J. M. 279

Saghir, M. Z. 1, 51
Salthe, S. 301
Sands, D. 125
Sellitto, A. 251, 267
Serdyukov, S. I. 323
Shojaosadati, S. A. 15
Shukla, R. K. 235
Srivastava, U. 235
Stockar, U. von 415

Triani, V. 251
Tsirlin, A. M. 213

Valenti, A. 181
Vatolin, N. 289
Voskresenskii, N. M. 323

Yuryev, A. 289

J. Non-Equilib. Thermodyn. 35 (2010) 
DOI 10.1515/JNETDY.2010.027 © de Gruyter 2010





acknowledgment

The Editor-in-Chief and the Publishers would like to thank the following colleagues for their 
kind assistance as referees for the journal in 2010.

Amelkin, S.
Andresen, B.
Bejan, A.
Bresme, F.
Brüggemann, D.
Davis, A.
Dinkelacker, F.
Garcia-Colin, L.S.
Gross, J.
Hoffmann, K.H.
Jou, D.
Kalliadasis, S.
Kjelstrup, S.
Koide, T.

Kollmann, W.
Lebon, G.
Marcoux, M.
Matravers, D.
Michaelides, E.
Miguel, A.F.
Muschik, W.
Papenfuss, C.A.
Rubi, J.M.
Shapiro, A.A.
Verhás, J.
Weber, B.
Winter, R.
Yablonsky, G.S. 

J. Non-Equilib. Thermodyn. 35 (2010) 
DOI 10.1515/JNETDY.2010.028 © de Gruyter 2010


	JNET_35-4_T1_T2
	JNET.2010.023
	JNET.2010.024
	jnet_contents_authorindex


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00417
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002d00730062006d002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00417
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002d00730062006d002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




